Prof. Petru Cașcaval

Universitatea Tehnică „Gheorghe Asachi" din Iași
Facultatea de Automatică și Calculatoare
Departamentul de Calculatoare

# LISTĂ DE LUCRĂRI ȘTIINȚIFICE REPREZENTATIVE 

## în domeniul de doctorat

## Calculatoare și tehnologia informației

1. Caşcaval, P.; Leon, F., Optimization Methods for Redundancy Allocation in Hybrid Structure Large Binary Systems, Mathematics, Vol. 10 (19), 2022, https://doi.org/10.3390/math10193698 (Q1).
2. Leon, F., Caşcaval, P., Bădica, C., Optimization Methods for Redundancy Allocation in Large Systems, Vietnam Journal of Computer Science, Vol. 7 (3), 281-299, 2020, https://doi.org/10.1142/S2196888820500165 (Q4).
3. Caşcaval, P., Caşcaval, D., March test algorithm for unlinked static reduced three-cell coupling faults in randomaccess memories, Microelectronics Journal, Elsevier, Vol. 93, November 2019 (Q3) https://doi.org/10.1016/j.mejo.2019.104619.
4. Caşcaval, P., Approximate Method to Evaluate Reliability of Complex Networks, Complexity, Wiley, Volume 2018, Article ID 5967604, https://doi.org/10.1155/2018/5967604 (Q2).
5. Caşcaval, P., Floria, S.A., SDP Algorithm for network reliability evaluation, IEEE Conf., INISTA, Gdynia, Poland, 3-5 July 2017, DOI: 10.1109/INISTA.2017.8001143 (Best Paper award).
6. Huzum, C., Caşcaval, P., A Multibackground March Test for Static Neighborhood Pattern-Sensitive Faults in Random-Access Memories, Electronics and Electrical Engineering (Elektronika ir Elektrotechnika) - Section System Engineering, Computer Technology, Vol. 119 (3), 81-86, 2012, DOI10.5755/j01.eee.119.3.1369 (Q4).
7. Caşcaval, P., Caşcaval, D., March SR3C: A Test for a reduced model of all static simple three-cell coupling faults in random-access memories, Microelectronics Journal, Elsevier, Vol. 41 (4), 212-218, 2010, doi:10.1016/j.mejo.2010.02.004 (Q3).
8. Caşcaval, P., Silion, R., Caşcaval, D., A Logic Design for MarchS3C Memory Test BIST Implementation, Romanian Journal of Information Science and Technology, Vol. 12 (4), 2009, 440-454 (Q2).
9. Caşcaval, P., Bennett, S., Huţanu, C., Efficient March Tests for a Reduced 3-Coupling and 4-Coupling Faults in Random-Access Memories, Journal of Electronic Testing: Theory and Applications, Springer, Vol. 20 (3), 227-243, 2004 (Q4), https://doi.org/10.1023/B:JETT.0000029457.21312.23.
10. Caşcaval, P., Bennett, S., Efficient March Test for 3-Coupling Faults in Random Access Memories, Microprocessors and Microsystems, Elsevier Science, Vol. 24 (10), 501-509, 2001 (Q2), https://doi.org/10.1016/S0141-9331(00)00103-4.

25 septembrie 2023


Article

# Optimization Methods for Redundancy Allocation in Hybrid Structure Large Binary Systems 

Petru Cascaval (D) and Florin Leon * (D)<br>Faculty of Automatic Control and Computer Engineering, "Gheorghe Asachi" Technical University of Iasi, Bd. Mangeron 27, 700050 Iasi, Romania<br>* Correspondence: florin.leon@academic.tuiasi.ro

Citation: Cascaval, P.; Leon, F. Optimization Methods for Redundancy Allocation in Hybrid Structure Large Binary Systems. Mathematics 2022, 10, 3698. https:// doi.org/10.3390/math10193698

Academic Editor: Ioannis G. Tsoulos

Received: 7 September 2022
Accepted: 6 October 2022
Published: 9 October 2022
Publisher's Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institutional affiliations.


Copyright: © 2022 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https:// creativecommons.org/licenses/by/ 4.0/).


#### Abstract

This paper addresses the issue of optimal redundancy allocation in hybrid structure large binary systems. Two aspects of optimization are considered: (1) maximizing the reliability of the system under the cost constraint, and (2) obtaining the necessary reliability at a minimum cost. The complex binary system considered in this work is composed of many subsystems with redundant structure. To cover most of the cases encountered in practice, the following kinds of redundancy are considered: active redundancy, passive redundancy, hybrid standby redundancy with a hot or warm reserve and possibly other cold ones, triple modular redundancy (TMR) structure with control facilities and cold spare components, static redundancy: triple modular redundancy or 5-modular redundancy (5MR), TMR/Simplex with cold standby redundancy, and TMR/Duplex with cold standby redundancy. A classic evolutionary algorithm highlights the complexity of this optimization problem. To master the complexity of this problem, two fundamentally different optimization methods are proposed: an improved evolutionary algorithm and a zero-one integer programming formulation. To speed up the search process, a lower bound is determined first. The paper highlights the difficulty of these optimization problems for large systems and, based on numerical results, shows the effectiveness of zero-one integer programming.
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## 1. Introduction

The problem of reliability optimization in large hybrid systems mainly refers to the type of the system (binary or multi-state), type of solution (reliability allocation and/or redundancy allocation), or the kind of redundancy, which can be static (TMR or 5MR, for example), dynamic (active redundancy or standby redundancy), or hybrid (TMR/Simplex or TMR/Duplex with spare components, etc.). Useful overviews covering models and methods for these reliability optimization problems (ROPs), including reliability allocation, redundancy allocation, and reliability-redundancy allocation can be found in many works, such as [1-3].

The mathematical formulation of a reliability optimization problem requires the specification of three elements: decision variables, imposed constraints, and objective function(s).

The decision variables describe those elements that can be changed or adjusted or the decisions that can be made to improve system performance, as expressed by the objective function(s). As examples of decision variables one can mention the types of components and their characteristics (reliability, cost, etc.), the type of redundancy for each subsystem, the number of spare components for each subsystem, etc.

The constraints reflect practical design limitations, e.g., a required level of reliability or the available budget, which occur in almost all cases. But in practice there may be other limitations, related to the volume or weight of the system, for example.

The objective function measures the performance of the system for a set of values of the decision variables. Thus, by optimizing the objective function(s) under the specified constraints it is possible to identify the combination of values of the decision variables that leads to the best possible design solution for the studied system.

Usually for ROPs, the goal of optimization is to maximize system reliability or minimize system cost. In reliability engineering the problem of system reliability maximization under two or more constraints often arises, e.g., under cost constraints, but also under weight and/or volume constraints. When an analytical approach is possible (e.g., in the case of active-redundancy-only subsystems), to ensure that two or more constraints are satisfied, Lagrangian multipliers are often introduced as part of the objective function [4-6].

In this paper we address a class of redundancy allocation problems (RAPs) where the decision variable is the number of redundant components for each subsystem in a series redundant reliability model. RAP is one of the most studied reliability optimization problems, because it has been proven to be quite difficult to solve, and many different optimization approaches have been used to determine optimal or near-optimal solutions. As [7] demonstrates, RAPs belong to the NP-hard class of optimization problems.

The RAPs we consider involves hybrid structures with no less than eight types of redundancy; these are conditions where the optimization problems are difficult to solve, even if we limit ourselves to single-constraint optimization problems. More specifically, our goal is to highlight the difficulty of these RAPs for large systems, when the number of subsystems grows to the order of tens or even hundreds.

In order to master the complexity of RAPs in case of large systems, for which the difficulty of the problem increases, special research efforts have been made in recent years. In addition, to cover a wide range of techniques used to increase the reliability encountered in practice, many hybrid reliability models have been considered for which the RAPs get even more complicated. For example, [8] investigates a complex reliabilityredundancy allocation problem with a component mixing strategy, which changes the traditional RAP model to a heterogeneous one. Moreover, in the hybrid reliability models proposed in [9], the choice of redundancy strategy is considered as a decision variable. So, for each subsystem, an active or cold standby redundancy may be considered. In addition, components of different types can be used in each subsystem, i.e., a component mixing strategy. Consequently, this RAP involves determining a solution that maximizes system reliability in terms of the type of redundancy and the number of spare components of each type (for each subsystem). To solve this RAP, a genetic algorithm is developed. Also, a reliability model based on cold standby redundancy combined with component mixing is investigated by [10]. For this complex problem, the author proposes a simplified swarm optimization method in which a multi-role resource sharing strategy is adopted to provide the diverse system components. Another reliability model based on active or cold standby redundancy combined with component mixing is investigated in [11]. To solve this RAP, the authors propose a parallel stochastic fractal search algorithm. Other RAPs involving a heterogeneous structure and/or component allocation strategy of a different type can be found in [12-14].

Such a hybrid reliability model is also considered in this paper. In the previously cited works, RAPs are formulated by considering redundant systems with hybrid redundancy strategies and/or reliability models with heterogeneous components, which means that each component of a subsystem can have its own failure rate. In this paper we limit ourselves to the case where subsystems include homogeneous components, but we extend RAPs to cover more redundancy strategies (not just active redundancy or cold standby), including static redundancy or reconfigurable structures such as TMR/Simplex or TMR/Duplex with cold standby redundancy.

To solve redundancy allocation problems of this type, several techniques can be applied, such as heuristic methods [15-18], Lagrange multiplier analytical methods, and branch-and-bound techniques, especially for active redundancy $[5,6,19,20]$, dynamic programming [21-23], evolutionary algorithms [9,10,24-27], linear programming methods [28-30]
or a mix of integer and nonlinear programming [31]. As the RAPs we considered are complex, two evolutionary algorithms and a special model of zero-one integer programming are used.

As the highlights of our contribution we can mention:

- The formalization of two RAPs for binary systems with hybrid structure, which include no less than eight types of redundancy, where reliability modeling of redundant and reconfigurable structures is based on Markov chains;
- The design and implementation of two evolutionary algorithms and the formulation of a zero-one integer program for solving these complex optimization problems;
- Conducting an extensive performance evaluation study of the three proposed techniques on thousands of problems, which demonstrates the effectiveness of the zero-one integer programming approach for large systems with tens or even hundreds of subsystems.
This paper is organized as follows. Section 2 presents the issue addressed, whereas the types of redundancy considered here and the models or equations used for reliability evaluation are presented in detail in Section 3. Some related works are mentioned in Section 4. The algorithms used for these optimal allocation issues are described in Section 5. The objective functions adopted for the evolutionary algorithms and for the linear programming model are reported in Section 6, whereas in Section 7 a lower bound solution is proven. Experimental results are presented in Section 8. Further discussion is the subject of Section 9. The conclusions of the paper and several directions of future research are included in Section 10.


## 2. Problem Description

For systems with a large number of components without redundancy, reliability is often very low. To achieve the required reliability, a certain type of redundancy is applied to a certain element, depending on technical particularities, which can be static, dynamic, or hybrid redundancy. All of these types of redundancy are considered in this paper. The reliability model for this redundant system is a series-redundant one as presented in Figure 1.


Figure 1. Series-redundant reliability model for a complex hybrid system.
The notations used to describe the redundant structures and their reliability evaluation models are presented at the end of the paper. Along with these notations we include a short nomenclature and some assumptions under which the reliability models are valid.

Typically, in this allocation process the criterion may be reliability, cost, weight, or volume. One or more criteria can be considered in an objective function, while the others may be considered constraints, as considered by [22] (pp. 331-338). In this paper, the criteria we consider are reliability and cost, and in this situation, two optimization problems are frequently encountered in practice:

1. Minimizing the cost of the redundant system for which a required reliability must be achieved;
2. Maximizing the reliability of the system within a maximum allowed cost.

In both cases, from the mathematical point of view, one must solve an optimization problem with an objective function and constrains. More exactly, for the first problem, one must minimize the cost function:

$$
\begin{equation*}
C_{r s}=f\left(C_{1}, C_{2}, \cdots, C_{n}\right)=\sum_{i=1}^{n} C_{i} \tag{1}
\end{equation*}
$$

with the constraint of reliability:

$$
\begin{equation*}
R_{r s}=\prod_{i=1}^{n} R_{i} \geq R^{*} \tag{2}
\end{equation*}
$$

For the second problem, one must maximize the reliability function:

$$
\begin{equation*}
R_{r s}=f\left(R_{1}, R_{2}, \cdots, R_{n}\right)=\prod_{i=1}^{n} R_{i} \tag{3}
\end{equation*}
$$

with the cost constraint:

$$
\begin{equation*}
\sum_{i=1}^{n} C_{i} \leq C^{*} \tag{4}
\end{equation*}
$$

For example, when for all the subsystems an active redundancy is considered, for the redundant system a series-parallel reliability model results. Thus, the cost and reliability functions can be expressed by the equations:

$$
\begin{gather*}
C_{r s}=\sum_{i=1}^{n} c_{i} k_{i}  \tag{5}\\
R_{r s}=1-\prod_{i=1}^{n}\left(1-r_{i}\right)^{k_{i}} \tag{6}
\end{gather*}
$$

Thus, we have to determine the values $k_{1}, k_{2}, \ldots, k_{n}$ that minimize the cost function in Equation (5) with the reliability constraint in Equation (2), or maximize the reliability function in Equation (6) with the cost constraint in Equation (4), as the case may be.

## 3. Types of Redundancy

To cover most situations encountered in practice, the following types of redundancy are considered in this study, namely:

- active redundancy $(t r=\mathrm{A})$;
- passive redundancy (or cold standby redundancy) $(t r=\mathrm{B})$;
- hybrid standby redundancy with a hot reserve $(t r=\mathrm{C})$ or a warm one $(t r=\mathrm{D})$ and possibly other cold ones;
- hybrid redundancy consisting of a TMR structure with control facilities and possibly cold reserves ( $\operatorname{tr}=\mathrm{E}$ );
- $\quad$ static redundancy: TMR or $5 \mathrm{MR}(\operatorname{tr}=\mathrm{F})$;
- reconfigurable TMR/Simplex type structure with possible other cold-maintained spare components ( $t r=\mathrm{G}$ );
- reconfigurable TMR/Duplex type structure with possible other cold-maintained spare components $(t r=H)$.
The reliability model and the equations used to evaluate the reliability for a subsystem, depending on the type of redundancy, are presented in this section. Since the time to failure for a component is assumed to have a negative exponential distribution, the following equations are valid:

$$
\begin{equation*}
r=e^{-\lambda T} \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
\lambda T=-\ln r \tag{8}
\end{equation*}
$$

Remember that for any redundant subsystem the spare components are considered identical to the basic ones.

### 3.1. Active Redundancy ( $t r=A$ )

For this parallel reliability model where all components operate simultaneously, the well-known equation is applied:

$$
\begin{equation*}
R=1-(1-r)^{k}, k=2,3, \ldots \tag{9}
\end{equation*}
$$

### 3.2. Passive Redundancy ( $t r=B$ )

In this case, one component is in operation and all other identical $k-1$ spare components are maintained in a cold state, which means that a spare component is switched off until it is needed to replace the defective one (i.e., a redundant component does not fail in cold standby mode). The following equation can be applied to this model:

$$
\begin{equation*}
R=\sum_{j=0}^{k-1} \frac{(\lambda T)^{j}}{j!} e^{-\lambda T}=r \sum_{j=0}^{k-1} \frac{(-\ln r)^{j}}{j!}, k \geq 2 \tag{10}
\end{equation*}
$$

Note that Equation (10) is the sum of the first $k$ terms of the Poisson distribution of the parameter $\lambda T$.

### 3.3. Hybrid Standby Redundancy with a Hot $(t r=C)$ or a Warm $(t r=D)$ Spare and Possibly Other Cold Ones

In this case of standby redundancy, a component is in operation, a spare component is active or kept in a warm state, and possibly other spare components are kept in cold conditions as illustrated in Figure 2.


Figure 2. Standby redundancy with a hot/warm spare component and possibly other cold ones.
A warm component may fail before being put into operation and its failure rate is less than that of the same component in active mode. Therefore, let $\alpha \lambda, 0<\alpha \leq 1$, be the failure rate for this reserve. For this type of redundancy, the subsystem reliability function is obtained based on the Markov method, depending on the total number of components, as shown below.

### 3.3.1. Case 1: $k=2$

Consider a subsystem consisting of a component in operation and a warm-maintained reserve. The evolution of this redundant subsystem until failure is illustrated by the Markov chain presented in Figure 3.


Figure 3. Markov chain for subsystem reliability evaluation $(k=2)$.
To begin with, let us refer to a general Markov model. Let $S_{1}, S_{2}, \ldots, S_{N}$ be the states of the Markov chain and $\mathbf{A}=\left[a_{x, y}\right]_{N \times N}$ be the matrix of state transition rates, where $a_{x, y}, x \neq y$, represents the rate of transition from state $S_{y}$ to state $S_{x}$, while an element of the main diagonal (i.e., $x=y$ ) is the negative value of the sum of all the other elements in the column.

Let $s(t)$ be the state of the subsystem at the time $t$, and

$$
\begin{equation*}
p_{x}(t)=\operatorname{prob}\left(s(t)=S_{x}\right), x \in\{1,2, \ldots, N\} . \tag{11}
\end{equation*}
$$

To obtain the probability functions $p_{x}(t), x=1: N$, the following system of differential equations must be solved:

$$
\begin{equation*}
\mathbf{P}^{\prime}=\mathbf{A} \times \mathbf{P}, \tag{12}
\end{equation*}
$$

where $\mathbf{P}=\left[p_{1}(t) p_{2}(t) \cdots p_{N}(t)\right]^{T}$, and $\mathbf{P}^{\prime}=\left[p_{1}^{\prime}(t) p_{2}^{\prime}(t) \cdots p_{N}^{\prime}(t)\right]^{T}$.
Note that the state probabilities for $t=0$ are also known.
Let us resume the analysis of the subsystem under study. In the Markov chain presented in Figure 3, $S_{1}$ and $S_{2}$ are successful states, while $S_{3}$ is a failure state. Thus, the reliability function of this redundant subsystem can be defined as

$$
\begin{equation*}
R(t)=p_{1}(t)+p_{2}(t), t \geq 0 \tag{13}
\end{equation*}
$$

As the transition rate matrix is:

$$
\mathbf{A}=\left[\begin{array}{ccc}
-(1+\alpha) \lambda & 0 & 0  \tag{14}\\
(1+\alpha) \lambda & -\lambda & 0 \\
0 & \lambda & 0
\end{array}\right]
$$

to determine the probability functions $p_{1}(t)$ and $p_{2}(t)$, the following system of differential equations must be solved:

$$
\left\{\begin{array}{l}
p_{1}^{\prime}(t)=-(1+\alpha) \lambda p_{1}(t)  \tag{15}\\
p_{2}^{\prime}(t)=(1+\alpha) \lambda p_{1}(t)-\lambda p_{2}(t)
\end{array}\right.
$$

With the initial values: $p_{1}(0)=1$ and $p_{2}(0)=p_{3}(0)=0$, by applying the Laplace transform $(\mathcal{L})$, the following system of algebraic equations results:

$$
\left\{\begin{array}{l}
s P_{1}(s)-1=-(1+\alpha) \lambda P_{1}(s)  \tag{16}\\
s P_{2}(s)=(1+\alpha) \lambda P_{1}(s)-\lambda P_{2}(s)
\end{array}\right.
$$

where $P_{i}(s)=\mathcal{L}\left\{p_{i}(t)\right\}, i \in\{1,2\}$, are functions in the frequency domain, and $s$ is the Laplace operator. Based on (16), after some algebraic operations, the following functions are obtained:

$$
\begin{equation*}
P_{1}(s)=\frac{1}{s+(1+\alpha) \lambda}, \quad P_{2}(s)=\frac{(1+\alpha) \lambda}{s+(1+\alpha) \lambda} \cdot \frac{1}{s+\lambda} \tag{17}
\end{equation*}
$$

After a partial-fraction-expansion, the function $P_{2}(s)$ can be expressed as follows:

$$
\begin{equation*}
P_{2}(s)=-\frac{1+\alpha}{\alpha} \frac{1}{s+(1+\alpha) \lambda}+\frac{1+\alpha}{\alpha} \frac{1}{s+\lambda} \tag{18}
\end{equation*}
$$

As the function $\mathcal{R}(s)=\mathcal{L}\{R(t)\}=P_{1}(s)+P_{2}(s)$, the following expression results:

$$
\begin{equation*}
\mathcal{R}(s)=\frac{1+\alpha}{\alpha} \frac{1}{s+\lambda}-\frac{1}{\alpha} \frac{1}{s+(1+\alpha) \lambda} \tag{19}
\end{equation*}
$$

The reliability function $R(t)$ can then be obtained by applying the inverse Laplace transform, $R(t)=\mathcal{L}^{-1}\{\mathcal{R}(s)\}$. Thus, the reliability function has the following form:

$$
\begin{equation*}
R(t)=\frac{1+\alpha}{\alpha} e^{-\lambda t}-\frac{1}{\alpha} e^{-(1+\alpha) \lambda t}, \quad t \geq 0, \quad 0<\alpha \leq 1 \tag{20}
\end{equation*}
$$

For a certain period of time $T$, the component reliability is $r=e^{-\lambda T}$, so that the subsystem reliability $R$ as a function of $r$ and $\alpha$ is given by the equation:

$$
\begin{equation*}
R(r, \alpha)=\frac{1+\alpha}{\alpha} r-\frac{1}{\alpha} r^{1+\alpha}=r+\frac{1}{\alpha} r\left(1-r^{\alpha}\right), \quad 0<\alpha \leq 1 . \tag{21}
\end{equation*}
$$

For a redundancy subsystem with a larger number of components, the reliability function can be obtained based on the Markov method in the same way, but algebraic operations are more complicated. The results for the other two cases are presented below.

### 3.3.2. Case 2: $k=3$

Take a redundant subsystem composed of an active component, a hot/warm spare component, and another one maintained in cold conditions. For this case, the following reliability function results:

$$
\begin{equation*}
R(r, \alpha)=\frac{(1+\alpha)^{2}}{\alpha^{2}} r-\left(\frac{1+2 \alpha}{\alpha^{2}}-\frac{1+\alpha}{\alpha} \ln r\right) r^{1+\alpha}, \quad 0<\alpha \leq 1 . \tag{22}
\end{equation*}
$$

### 3.3.3. Case 3: $k=4$

For a redundant subsystem with an active component, a hot/warm spare component, and two other ones maintained in cold conditions, the reliability function is given by the following equation:

$$
\begin{equation*}
R(r, \alpha)=\frac{(1+\alpha)^{3}}{\alpha^{3}} r-\left(\frac{1+3 \alpha+3 \alpha^{2}}{\alpha^{3}}-\frac{1+3 \alpha+2 \alpha^{2}}{\alpha^{2}} \ln r+\frac{(1+\alpha)^{2}}{2 \alpha}(\ln r)^{2}\right) r^{1+\alpha}, 0<\alpha \leq 1 \tag{23}
\end{equation*}
$$

### 3.4. TMR Structure with Control Facilities and Cold Spare Components ( $\operatorname{tr}=E$ )

In this case, another hybrid redundancy is considered. Thus, a redundant system is composed of a TMR structure with control facilities as a basic structure (i.e., static redundancy) and possibly one or more components maintained in cold conditions (i.e., standby redundancy). This type a hybrid redundancy is illustrated in Figure 4.

The decision logic works on the principle of majority logic, 2 out of 3 , called voter and represented by the symbol V in Figure 4. When one of the three components in operation $\left(\mathrm{CO}_{1}, \mathrm{CO}_{2}\right.$ or $\left.\mathrm{CO}_{3}\right)$ fails, an error signal indicates the faulty component. Thus, the faulty component can be replaced with a cold-maintained standby one as soon as possible. In this way, this redundant hybrid subsystem can tolerate one or more defective components, as the case may be. For additional decision and control block the failure rate, denoted by $\lambda_{d c}$, is expressed based on the basic component rate, $\lambda$. In this study, the following expression is used:

$$
\begin{equation*}
\lambda_{d c}=\frac{\lambda}{\beta}, \quad \beta>1 \tag{24}
\end{equation*}
$$



Figure 4. TMR structure with control facilities and cold spare components.
Consequently, the reliability function for logical decision and control block, denoted by $r_{d c}$, is expressed as:

$$
\begin{equation*}
r_{d c}=e^{-\lambda_{d c} T}=e^{-\frac{\lambda}{\beta} T}=\left(e^{-\lambda T}\right)^{\beta^{-1}}=r^{\beta^{-1}}, \quad \beta>1 . \tag{25}
\end{equation*}
$$

### 3.4.1. Case 1: TMR Structure without Standby Redundancy

In case of a TMR structure without reserves (i.e., $k=3$ ), the redundant subsystem can tolerate only one faulty component, so the subsystem reliability function is given by the well-known equation:

$$
\begin{equation*}
R(r, \beta)=\left(3 r^{2}-2 r^{3}\right) r_{d c}=\left(3 r^{2}-2 r^{3}\right) r^{\beta^{-1}}, \quad \beta>1 \tag{26}
\end{equation*}
$$

### 3.4.2. Case 2: TMR Structure and One Cold Spare Component

A redundant subsystem with hybrid redundancy composed of a TMR structure and one CSC (i.e., $k=4$ ) may tolerate two faulty components. For a start, for the logical block of decision and control, the possibility of failure is neglected. The reliability evaluation is made based on the Markov graph given in Figure 5.


Figure 5. Markov chain for subsystem reliability evaluation $(k=4)$.
In this graph, $S_{1}, S_{2}$ and $S_{3}$ are successful states, while $S_{4}$ is a failure one. Given these aspects, the reliability function of this redundant subsystem is expressed as:

$$
\begin{equation*}
R(t)=p_{1}(t)+p_{2}(t)+p_{3}(t), \quad t \geq 0 \tag{27}
\end{equation*}
$$

As the transition rate matrix is:

$$
\mathbf{A}=\left[\begin{array}{cccc}
-3 \lambda & 0 & 0 & 0  \tag{28}\\
3 \lambda & -3 \lambda & 0 & 0 \\
0 & 3 \lambda & -2 \lambda & 0 \\
0 & 0 & 2 \lambda & 0
\end{array}\right]
$$

by applying Equation (12) in order to determine the probability functions $p_{1}(t), p_{2}(t)$ and $p_{3}(t)$, the next system of differential equations results:

$$
\left\{\begin{array}{l}
p_{1}^{\prime}(t)=-3 \lambda p_{1}(t)  \tag{29}\\
p_{2}^{\prime}(t)=3 \lambda p_{1}(t)-3 \lambda p_{2}(t) \\
p_{3}^{\prime}(t)=3 \lambda p_{2}(t)-2 \lambda p_{3}(t)
\end{array}\right.
$$

With the initial values: $p_{1}(0)=1$, and $p_{2}(0)=p_{3}(0)=0$, by applying the Laplace transform, the following system of algebraic equations is obtained:

$$
\left\{\begin{array}{l}
s P_{1}(s)-1=-3 \lambda P_{1}(s)  \tag{30}\\
s P_{2}(\mathrm{~s})=3 \lambda P_{1}(s)-3 \lambda P_{2}(s) \\
s P_{3}(\mathrm{~s})=3 \lambda P_{2}(s)-2 \lambda P_{3}(s)
\end{array}\right.
$$

By solving the system, the following functions in the frequency domain result:

$$
\left\{\begin{array}{l}
P_{1}(s)=\frac{1}{s+3 \lambda}  \tag{31}\\
P_{2}(s)=\frac{3 \lambda}{(s+3 \lambda)^{2}} \\
s P_{3}(s)=\frac{9 \lambda^{2}}{(s+3 \lambda)^{2}} \cdot \frac{1}{s+2 \lambda}=\frac{9}{s+2 \lambda}-\frac{9}{s+3 \lambda}-\frac{9 \lambda}{(s+3 \lambda)^{2}}
\end{array}\right.
$$

As the function

$$
\begin{equation*}
\mathcal{R}(s)=\mathcal{L}\{R(t)\}=P_{1}(s)+P_{2}(s)+P_{3}(s), \tag{32}
\end{equation*}
$$

the following expression results:

$$
\begin{equation*}
\mathcal{R}(s)=\frac{9}{s+2 \lambda}-\frac{8}{s+3 \lambda}-\frac{6 \lambda}{(s+3 \lambda)^{2}} \tag{33}
\end{equation*}
$$

The reliability function $R(t)$, obtained by applying the inverse Laplace transform, is of the form:

$$
\begin{equation*}
R(t)=9 \mathrm{e}^{-2 \lambda t}-8 \mathrm{e}^{-3 \lambda t}-6 \lambda t \mathrm{e}^{-3 \lambda t}, \quad t \geq 0 \tag{34}
\end{equation*}
$$

Finally, taking also into account the reliability of the decision and control logic, the subsystem reliability $R$ as a function of $r$ and $\beta$ is given by the equation:

$$
\begin{equation*}
R(r, \beta)=\left(9 r^{2}-r^{3}(8-6 \ln r)\right) r_{d c}=\left(9 r^{2}-r^{3}(8-6 \ln r)\right) r^{\beta^{-1}}, \quad \beta>1 \tag{35}
\end{equation*}
$$

For a hybrid redundancy subsystem with a larger number of CSCs, the reliability function can be obtained by applying the Markov method in the same way, but algebraic operations are more complicated. A result obtained for another case is presented as follows.

### 3.4.3. Case 3: TMR Structure and Two Cold Spare Components

Take a redundant subsystem with hybrid redundancy composed of a TMR structure and two CSCs (i.e., $k=5$ ). This redundant subsystem can tolerate three defective compo-
nents. A Markov-based approach similar to the one presented above gives the following subsystem reliability as a function of $r$ and $\beta$ :

$$
\begin{equation*}
R(r, \beta)=\left(27 r^{2}-r^{3}\left(26-24 \ln r+9(\ln r)^{2}\right)\right) r^{\beta^{-1}}, \quad \beta>1 \tag{36}
\end{equation*}
$$

### 3.5. Static Redundancy: $T M R$ or $5 M R(t r=F)$

This type of redundancy refers to those subsystems for which a static redundancy with majority logic (TMR or 5MR) can be adopted, depending on the desired level of reliability. Thus, in the process of finding an optimal solution, the valid values for variable $k$ are 1, 3 and 5 .

### 3.5.1. Case 1: TMR Structure

This case where $k=3$ was also considered in Section 3.4, Case 1, so that the reliability function for this redundant subsystem is given by Equation (25).

### 3.5.2. Case 2: 5MR Structure

When a 5MR redundancy is adopted (i.e., $k=5$ ), as [22] (pp. 165-176) appreciates, the additional logic of decision and control is more complex than that used for TMR redundancy. Consequently, the failure rate, denoted by $\lambda_{d c}^{\prime}$, expressed on the basis of the failure rate of the basic components, is considered of the form:

$$
\begin{equation*}
\lambda_{d c}^{\prime}=\frac{\lambda}{\gamma}, \quad \gamma>1 \tag{37}
\end{equation*}
$$

where the reduction factor $\gamma$ is lower than the reduction factor $\beta$ used for the TMR redundancy. Because the 5MR structure can tolerate two defective components, the reliability of the subsystem can be calculated as follows:

$$
\begin{align*}
& R(r, \gamma)=\left(r^{5}+5 r^{4}(1-r)+10 r^{3}(1-r)^{2}\right) \lambda_{d c}^{\prime} \\
& \quad=\left(10 r^{3}-15 r^{4}+6 r^{5}\right) r^{\gamma^{-1}}, \gamma>1 \tag{38}
\end{align*}
$$

### 3.6. TMR/Simplex and Cold Standby Redundancy ( $t r=G$ )

This is another case of hybrid redundancy in which the basic structure is reconfigurable. Specifically, the redundant subsystem consists of a TMR structure with control and reconfiguration facilities and other possible CSCs, as shown in Figure 6.

If one of the three components in operation fails, the subsystem continues to operate successfully based on redundancy, and the control logic generates an error signal indicating the faulty component. The status of the active component (good or failed) is reflected by three dedicated flip-flops. For example, Figure 6 illustrates the case where components $\mathrm{CO}_{1}$ and $\mathrm{CO}_{3}$ work successfully and component $\mathrm{CO}_{2}$ is defective.

When an error signal is activated, the defective component must be replaced with a spare one as soon as possible to restore the initial fault tolerance state. Let us suppose this replacement is done quickly enough so reliability is not significantly affected. When only two components remain in good state, in order to increase the reliability, it is preferable for only one component to continue to work, not both. This reconfigurable structure is known as TMR/Simplex [32] (p. 233) or TMR 3-2-1 [22] (p. 152). Note that after a component has failed, the control logic can no longer correctly indicate another fault, so the values of the status flip-flops must be preserved until the fault tolerance is restored. This is the role of the 3-input NAND logic gate in Figure 6.


Figure 6. Reconfigurable TMR structure with cold redundancy.
For an additional decision, control and reconfiguration logic block, the faulty rate denoted by $\lambda_{d c r}$ is expressed based on the basic component rate. In this study, the following equation is used:

$$
\begin{equation*}
\lambda_{d c r}=\frac{\lambda}{\delta}, \quad \delta>1 \tag{39}
\end{equation*}
$$

where the reduction factor $\delta$ is lower than the reduction factor $\beta$ used for TMR redundancy. Consequently, the reliability function for the logic of decision, control and reconfiguration denoted by $r_{d c r}$ is expressed as:

$$
\begin{equation*}
r_{d c r}=e^{-\lambda_{d c r} T}=e^{-\frac{\lambda}{\delta} T}=\left(e^{-\lambda T}\right)^{\delta^{-1}}=r^{\delta^{-1}}, \delta>1 \tag{40}
\end{equation*}
$$

The reliability of the redundant subsystem depends on the number of CSCs, as shown below.

### 3.6.1. Case 1: TMR/Simplex without Standby Redundancy

In case of TMR/Simplex redundancy without spare components (i.e., $k=3$ ), the subsystem reliability function is given by the well-known equation [32], (p. 233):

$$
\begin{equation*}
R(r, \delta)=\left(1.5 r-0.5 r^{3}\right) r_{d c r}=\left(1.5 r-0.5 r^{3}\right) r^{\delta^{-1}}, \quad \delta>1 \tag{41}
\end{equation*}
$$

### 3.6.2. Case 2: TMR/Simplex and One Cold Reserve

For this case of hybrid redundancy, the reliability evaluation is made by applying the Markov method. For starters, for the logical block of decision, control and configuration the possibility of failure is neglected. In this condition, the evolution of the redundant subsystem to failure is illustrated by the Markov chain shown in Figure 7.


Figure 7. Markov chain for TMR/Simplex and one CSC $(k=4)$.
In this graph, $S_{1}, S_{2}$ and $S_{3}$ are states of success, while $S_{4}$ is a failure state. Consequently, the subsystem reliability is defined as:

$$
\begin{equation*}
R(t)=p_{1}(t)+p_{2}(t)+p_{3}(t), \quad t \geq 0 \tag{42}
\end{equation*}
$$

Since the transition rate matrix is:

$$
\mathbf{A}=\left[\begin{array}{cccc}
-3 \lambda & 0 & 0 & 0  \tag{43}\\
3 \lambda & -3 \lambda & 0 & 0 \\
0 & 3 \lambda & -\lambda & 0 \\
0 & 0 & \lambda & 0
\end{array}\right]
$$

based on (12), the following system of differential equations results:

$$
\left\{\begin{array}{l}
p_{1}^{\prime}(t)=-3 \lambda p_{1}(t)  \tag{44}\\
p_{2}^{\prime}(t)=3 \lambda p_{1}(t)-3 \lambda p_{2}(t) \\
p_{3}^{\prime}(t)=3 \lambda p_{2}(t)-\lambda p_{3}(t)
\end{array}\right.
$$

With the initial values: $p_{1}(0)=1$, and $p_{2}(0)=p_{3}(0)=0$, by applying the Laplace transform, the following system of algebraic equations is obtained:

$$
\left\{\begin{array}{l}
s P_{1}(s)-1=-3 \lambda P_{1}(s)  \tag{45}\\
s P_{2}(s)=3 \lambda P_{1}(s)-3 \lambda P_{2}(s) \\
s P_{3}(s)=3 \lambda P_{2}(s)-\lambda P_{3}(s)
\end{array}\right.
$$

By solving this equation system, the following functions in the field of Laplace transform are obtained:

$$
\left\{\begin{array}{l}
P_{1}(s)=\frac{1}{s+3 \lambda}  \tag{46}\\
P_{2}(s)=\frac{3 \lambda}{(s+3 \lambda)^{2}} \\
s P_{3}(s)=\frac{9 \lambda^{2}}{(s+3 \lambda)^{2}} \cdot \frac{1}{s+\lambda}=\frac{9}{4(s+\lambda)}-\frac{9}{4(s+3 \lambda)}-\frac{9 \lambda}{2(s+3 \lambda)^{2}}
\end{array}\right.
$$

The reliability function in the field of Laplace transform is:

$$
\begin{equation*}
\mathcal{R}(s)=P_{1}(s)+P_{2}(s)+P_{3}(s)=\frac{9}{4(s+\lambda)}-\frac{5}{4(s+3 \lambda)}-\frac{3 \lambda}{2(s+3 \lambda)^{2}} \tag{47}
\end{equation*}
$$

The reliability function $R(t)$, obtained by applying the inverse Laplace transform, is of the form:

$$
\begin{equation*}
R(t)=\frac{9}{4} e^{-\lambda t}-\frac{5}{4} e^{-3 \lambda t}-\frac{3}{2} \lambda t e^{-3 \lambda t}, \quad t \geq 0 \tag{48}
\end{equation*}
$$

Finally, taking also into account the reliability of the logical block of decision, control and configuration, the reliability of the subsystem $R$ as a function of $r$ and $\delta$ is given by the equation:

$$
\begin{align*}
& R(r, \delta)=\left(2.25 r-r^{3}(1.25-1.5 \ln r)\right) r_{d c r} \\
& =\left(2.25 r-r^{3}(1.25-1.5 \ln r)\right) r^{\delta^{-1}}, \quad \delta>1 \tag{49}
\end{align*}
$$

### 3.6.3. Case 3: TMR/Simplex and Two Cold Reserves

Take a reconfigurable subsystem with hybrid redundancy composed of a TMR/Simplex structure and two CSCs (i.e., $k=5$ ). This redundant subsystem can tolerate three defective components. A Markov-based approach similar to the one presented above gives the following subsystem reliability as a function of $r$ and $\delta$ :

$$
\begin{equation*}
R(r, \delta)=\left(\frac{27}{8} r-\frac{1}{8}\left(19-30 \ln r+18(\ln r)^{2}\right) r^{3}\right) r^{\delta^{-1}}, \quad \delta>1 \tag{50}
\end{equation*}
$$

### 3.7. TMR/Duplex and Cold Standby Redundancy ( $t r=H$ )

As in the previous case, the redundant subsystem has a hybrid redundancy consisting of a reconfigurable TMR structure and possibly other CSCs, as shown in Figure 6. But this reconfigurable structure also aims at high operational safety. Thus, when one component of the TMR structure fails, the other two good components are put into operation in duplex mode. Specifically, the two components operate in parallel and their outputs are compared continuously. When the two components no longer generate the same response, an error signal is activated (as shown in Figure 6), so that the operation is stopped in safe mode. This reconfigurable structure is called by [32] TMR/Duplex.

Regarding the reliability assessment, note that this redundant subsystem can tolerate the same number of faulty components as the TMR structure presented in Section 3.4 for type E redundancy. Consequently, depending on the total number of components ( $k$ ), Equations (26), (35) or (36) are valid in this case as well, with the only difference that the reduction factor $\beta$ is replaced by $\delta$.

## 4. Related Work

The problems of maximizing reliability with a cost constraint or minimizing cost with a reliability constraint can be solved using various methods. One is by solving an analytical model based on Lagrange multipliers with an alternative indicator for reliability [4]. The resulting system of algebraic equations can be solved but involve some approximate relations which may impact the accuracy of the solution. Also, this method gives realvalued results which must be converted into integers, and this may have a strong impact on solution quality. Therefore, heuristic methods can be appropriate. For example, one such technique described by [22] (p. 335) is a greedy approach that tries to make an optimal choice at each step: starting with the minimum system design, the system reliability is increased by adding one component to the subsystem with the lowest reliability. This process is repeated as long as the cost constraint is met.

Another method described by [33] (pp. 499-532) tries to accelerate the allocation process by noticing that the subsystem with the highest reliability should have the smallest number of components, and the least reliable subsystem should have the greatest number of components. Starting with the initial system, the reliability is increased by adding one component to each subsystem as long as the cost constraint is met. For the most reliable subsystem, this is the final allocation. The process continues with the other subsystems, until no allocation is possible any longer.

Pairwise Hill Climbing (PHC) [29] adapts the idea of classic hill climbing to the reliability-cost problem. Two candidate solutions are generated for each pair of subsystems. The first candidate is created by adding one component to the first subsystem, i.e., the direct hill climbing operation. The second is created by adding one component to the first subsystem and subtracting one from the second subsystem, i.e., a swapping operation. A
hybrid approach starting from an approximate, but nearly-optimal solution given by the analytical approach, further improved by PHC was found to provide good results.

The problem can also be expressed as a quadratic unconstrained binary optimization (QUBO). This formulation has the potential of being solved by the D-Wave quantum computer as shown by [29] or [34].

The problem must be stated in the form of:

$$
\begin{equation*}
O(\mathbf{q} ; \mathbf{a}, \mathbf{b})=\sum_{i} a_{i} q_{i}+\sum_{(i, j)} b_{i j} q_{i} q_{j} . \tag{51}
\end{equation*}
$$

The user needs to specify the parameters $a_{i}$ (the weights associated with each qubit) and $b_{i j}$ (the strengths of the couplers between qubits). The expression is minimized by quantum annealing when run on the quantum computer and the observed $q_{i}$ values of either 0 or 1 represent the solution. A special procedure is required to transform the inequality constraint into additional terms to be optimized together with the main objective function in the same expression [29].

## 5. The Optimization Algorithms

The experimental studies presented in Section 9 are based on three approaches: a classical real-valued evolutionary algorithm, an improved evolutionary algorithm called RELIVE, that combines global search with local search, and a zero-one integer programming model, i.e., a special case of linear programming. While these techniques have been extensively used for various optimization problems, an original contribution of the current paper is the design of the objective functions corresponding to the problem under study, described in Section 6.

### 5.1. Classic Evolutionary Algorithm

Evolutionary algorithms (EAs) are inspired by biological natural selection [35,36]. They maintain a population of individuals (or chromosomes) which are potential solutions, i.e., different values of the $\mathbf{x}$ input of the objective function $f(\mathbf{x})$ that needs to be optimized. There are three main genetic operators which are repeatedly applied for a pre-specified number of generations or until a convergence criterion is satisfied: selection (which identifies "parents", such that individuals with better objective functions have a higher probability of being selected), crossover (which combines the genes of two parents and creates an offspring), and mutation (which may change some genes of a child before it is inserted into the new population). All these operators are stochastic, but the constant favoring of better individuals to reproduce drives the algorithm towards increasingly better solutions, while random changes in the chromosomes try to prevent it from convergence into local optima. For the experiments in Section 8, the standard evolutionary algorithm (SEA) uses the following types of operators and parameters:

- tournament selection with two individuals;
- elitism is used, i.e., the best individual is directly copied into the next generation;
- arithmetic crossover, where a child chromosome is a linear combination of the parent chromosomes, with a probability of 0.9;
- mutation by gene resetting, where the value of a randomly selected gene is set to a random number from a uniform distribution defined on its domain of definition, with a probability of 0.2 ;
- stopping criterion with a fixed number of generations; depending on the experiment 1000 or 10,000 generations are used.


### 5.2. RELIVE

The cross-generational evolutionary algorithm with local improvements (RELIVE) [4] is an original evolutionary algorithm which performs secondary local searches in addition to the main global search and includes the concept of personal improvement of individuals that survive for several generations, instead of just one. Since the lifespan of individuals is
no longer fixed, the size of the population is variable. Personal improvement is based on a number of hill climbing steps in each generation. During a generation, the individuals undergo the classic evolution based on selection, crossover and mutation. Another typical feature of RELIVE is the way in which it encourages exploration. This has proved particularly useful for difficult optimization problems such as the one addressed in our work. First, a few newly created chromosomes are added in each generation. Secondly, to generate a neighbor state in the hill climbing stage, three types of mutation are used with different probabilities: Gaussian mutation, resetting mutation, and pairwise mutation, where two genes exchange a unit, i.e., one's value is incremented and the other's value is decremented. The latter type is again specifically designed for problems involving integer solutions, such as the present one. For the experiments in Section 8, RELIVE uses the following parameter values:

- the initial size of the population is 50 ;
- the fraction of newly generated chromosomes in a generation is 0.25 ;
- the life span of an individual is 4;
- the number of neighbors generated for hill climbing is 20 ;
- the number of hill climbing steps is 20;
- the probability of overall mutation is 0.2 , divided into:
- Gaussian mutation, with a probability of 0.05 , where the value of a randomly selected gene is set to a normal random number with the mean equal to the original gene value and a standard deviation of 2;
- resetting mutation, with a probability of 0.05 , where the value of a randomly selected gene is set to a random number from a uniform distribution defined on its domain of definition is 0.25 ;
- pairwise mutation, with a probability of 0.1, where two genes exchange a unit.

For the rest of the operators RELIVE uses, like SEA, tournament selection with two individuals, elitism, arithmetic crossover, with a probability 0.9 , and a maximum number of 100 or 1000 generations.

### 5.3. Linear Programming

Linear programming (LP) is an optimization method aimed at problems with a linear objective function and linear constraints. There are several specific LP algorithms implemented in various libraries and programs. For our experiments, lpsolve [28] was used, which implements an optimized version of the simplex algorithm proposed by [37]. Depending on the nature of the optimization problem, it can select either the primal or the dual method, with factorization and scaling procedures to increase numerical stability. The problem we address in this paper is in fact cast as a zero-one integer programming (01IP) problem, a special case of LP.

## 6. Designing the Objective Functions

### 6.1. Evolutionary Algorithms

### 6.1.1. Problem Definition

For the two evolutionary algorithms, the objective (or fitness) function closely follows the definition of the two correlated problems stated in Section 3 and repeated here for convenience.

The maximization of the reliability with a maximum cost limit can be expressed as:

$$
\left\{\begin{array}{l}
\text { Maximize : } \prod_{i=1}^{n} R_{i}  \tag{52}\\
\text { subject to : } \sum_{i=1}^{n} C_{i} \leq C^{*}
\end{array}\right.
$$

The minimization of the cost of the redundant system with a required reliability can be expressed as:

$$
\left\{\begin{array}{l}
\text { Minimize }: \sum_{i=1}^{n} C_{i}  \tag{53}\\
\text { subject to }: \prod_{i=1}^{n} R_{i} \geq R^{*}
\end{array}\right.
$$

As $C_{i}$ and $R_{i}$ are computed by means of the equations detailed in Section 3, which depend on the number of components for each subsystem, the optimization problem reduces to finding $k_{1}, k_{2}, \ldots$, and $k_{n}$.

For the two evolutionary algorithms, the fitness functions are the expressions in (52) and (53) that need to be optimized. Since an EA maximizes the fitness function by default, in case of (53), the negative of the sum of costs is actually used as the fitness function. The encoding of the problem uses real values, thus the chromosomes have $n$ real genes, corresponding to $k_{i}$. The domain of the genes is [ $\left.1, k_{\text {max }}\right]$, i.e., $1 \leq k_{i} \leq k_{\max }$. It depends on the problem and therefore $k_{\max }$ needs to be chosen by the user.

### 6.1.2. Genotype-Phenotype Mapping

The real values involved in the evolutionary search are interpreted as integer values for $k_{i}$ before the computation of the fitness function. Therefore, the first step is to round the real values to the nearest integer:

$$
\begin{equation*}
k_{i}^{p}=\left\lfloor k_{i}^{g}+0.5\right\rfloor \tag{54}
\end{equation*}
$$

where $k_{i}^{g}$ reflects the genotype (the actual value of the gene), and $k_{i}^{p}$ reflects the phenotype (its interpretation for further use).

Because in our case studies, for some types of redundancy we limited ourselves to a certain number of spare components as sufficient, another important issue is related to the unsuitability of some values of $k_{i}$ for certain subsystems. Therefore, the adjustment rules in Table 1 are used to interpret the values of $k_{i}$ as valid ones.

Table 1. Adjustment rules for phenotype interpretation.
\(\left.\begin{array}{ll}\hline Redundancy Type \& Adjustment Rule <br>
\hline t r=\mathrm{A} or t r=\mathrm{B} \& No adjustment <br>
\hline t r=\mathrm{C} \& if k_{i}^{p}>5 then k_{i}^{p} \leftarrow 5 <br>
\hline t r=\mathrm{D} \& if k_{i}^{p}>4 then k_{i}^{p} \leftarrow 4 <br>
\hline t r=\mathrm{E} \& if k_{i}^{p}<3 then k_{i}^{p} \leftarrow 3 <br>

if k_{i}^{p}>5 then k_{i}^{p} \leftarrow 5\end{array}\right]\)| if $k_{i}^{p}<4$ then $k_{i}^{p} \leftarrow 3$ |
| :--- | :--- |
| else $k_{i}^{p} \leftarrow 5$ |

It must be mentioned that trying to enforce a valid domain for each subsystem gene a priori would have caused discontinuities in the evolutionary search, would have decreased the genetic diversity, and thus would have led to inferior results.
6.1.3. Chromosom Repairing Procedure

Although expressed with a very simple equation, because of the possibly large size of a problem (e.g., $n=50$ or $n=100$, as considered in our case studies), the constraints are actually difficult to satisfy.

A naïve approach based on penalties for constraint violation decreases the genetic diversity to such an extent that the algorithms usually fail to find any solution at all, or find feasible solutions very far from the optimum.

Therefore, one can apply a repairing procedure for the chromosomes, such that even if a certain individual resulted from the application of the genetic operators is initially unfeasible, it can be slightly modified to become feasible. In this way, all the individuals in the population represent feasible solutions and the evolutionary algorithm focuses on optimizing the fitness function.

For the reliability maximization problem with cost constraints, a random repairing method is applied. Iteratively, a subsystem whose $k_{i}>1$ is randomly selected and its $k_{i}$ is decreased by 1 , until the overall cost of the system becomes smaller than $C^{*}$.

Alternative methods were also attempted, but they were slower with no significant improvement of results:

- The selection of the subsystem with the highest cost. Because of the genotypephenotype distinction, this could sometimes lead to infinite loops (e.g., the repairing procedure decrements a value, and the corresponding adjustment rule increments it);
- The selection of the subsystem with the highest reliability. This is even slower because it requires the recomputation of the system reliability after each $k_{i}$ is decremented, with $i$ from 1 to $n$.
The repairing procedure for the cost minimization with reliability constraints proved much more challenging. Eventually, a random repairing method was also applied in this case. Iteratively, a subsystem whose $k_{i}<k_{\max }$ is randomly selected and its $k_{i}$ is increased by 1 , until the overall reliability of the system becomes greater than $R^{*}$. However, the way in which this increment affects the overall system reliability is nonlinear. Simple random selection may be very slow, because it may take several trials to choose the proper subsystem whose increased reliability may turn the overall reliability above the imposed threshold. That is why a specified number of repairing attempts trials is imposed (e.g., 10). If after these repeated trials the reliability does not exceed $R^{*}$, the individual is penalized with a very low value for its fitness function (e.g., $-10^{6}$ ) and thus becomes likely to be excluded from the evolutionary selection process.

Several other alternative methods were attempted as well, but they all had various drawbacks compared to the random method presented above:

- The selection of the subsystem with the lowest reliability. This method is slower and its results are not much better;
- A more elaborate method, where the number of components is increased on layers, with subsystems taken in a random order. When one layer of incrementation is completed, the next one begins. This method was the slowest, about an order of magnitude slower than random selection.


### 6.2. Linear Programming

The objective function is transformed in a different way in order to apply 01IP optimization. This is based on the idea proposed by [29]. The maximization of the product is equivalent to the maximization of the sum of logarithms. The desired solutions of the problem, i.e., $k_{i}, i=1: n$, are included as separate terms, one for each possible result, from 1 to $k_{\max }$ :

$$
\begin{equation*}
\text { Maximize : } \sum_{i=1}^{n} \sum_{j=1}^{k_{\max }} x_{i j} \cdot \ln R_{i}(j) \tag{55}
\end{equation*}
$$

where $x_{i j} \in\{0,1\}, \forall i \in\{1, \ldots, n\}, \forall j \in\left\{1, \ldots, k_{\max }\right\}$, is a binary variable that shows that for subsystem $i, j$ components are needed to maximize reliability. The notation $R_{i}(j)$ signifies the reliability of subsystem $i$ when it contains $j$ redundant components.

For a subsystem $i$, only one solution is possible, i.e., its binary indicator must be 1 , and the rest must be 0 , and this can be written as an additional constraint:

$$
\begin{equation*}
\sum_{j=1}^{k_{\max }} x_{i j}=1, \forall i \in\{1, \ldots, n\} \tag{56}
\end{equation*}
$$

The main constraint of the problem is also expressed by using a different term for each possible solution:

$$
\begin{equation*}
\sum_{i=1}^{n} \sum_{j=1}^{k_{\max }} x_{i j} \cdot j \cdot c_{i} \leq C^{*} \tag{57}
\end{equation*}
$$

For the cost minimization problem, the formulation becomes:

$$
\begin{align*}
& \text { Maximize : } \\
& \qquad \sum_{i=1}^{n} \sum_{j=1}^{k_{\max }} x_{i j} \cdot \cdot \cdot c_{i} \\
& \text { subject to : }  \tag{58}\\
& \qquad \sum_{i=1}^{n} \sum_{j=1}^{k_{\max }} x_{i j} \cdot \ln R_{i}(j) \geq R_{*} \\
& \sum_{j=1}^{k_{\max }} x_{i j}=1, \forall i \in\{1, \ldots, n\}
\end{align*}
$$

The genotype-phenotype mapping described above is also used here to compute the reliability of the subsystems by handling the $k_{i}$ values that are not allowed for the corresponding subsystem type.

## 7. Lower Bound Solution

The minimum system design represents the first step toward achieving an optimized system design. Let us consider the optimization problem in which the required reliability $R^{*}$ must be achieved at a minimum cost. To obtain a lower bound solution expressed by the values $k_{i}^{\prime}, i=1: n$, as the first step for optimization, an improved version of Albert's method $[22,38]$ is used. Albert's method assumes that as spare elements are added, the reliability of the subsystems tends to become more uniform. This method involves the following steps:

Step 1. The components are renumbered so that the reliabilities are in increasing order:

$$
\begin{equation*}
r_{1} \leq r_{2} \leq \cdots \leq r_{n} \tag{59}
\end{equation*}
$$

Step 2. Let $m$ be the lower limit to which all subsystems certainly require an additional allocation. According to Albert's method, the limit $m$ is adopted so that

$$
\begin{equation*}
r_{m} \leq R^{*}<r_{m+1} \tag{60}
\end{equation*}
$$

or $m=n$ in case of $r_{n} \leq R^{*}$.
As an improved version, we propose that the limit $m$ be adopted as the highest value for which the following condition is met:

$$
\begin{equation*}
r_{m} r_{m+1} \cdots r_{n}<R^{*} \tag{61}
\end{equation*}
$$

Let $R$ be the reliability level that the first $m$ subsystems must reach. Based on the condition that:

$$
\begin{equation*}
R^{m} r_{m+1} r_{m+2} \cdots r_{n} \geq R^{*}, \tag{62}
\end{equation*}
$$

for $R$ the following condition results:

$$
\begin{equation*}
R \geq\left(R^{*} /\left(r_{m+1} r_{m+2} \cdots r_{n}\right)\right)^{m^{-1}} \tag{63}
\end{equation*}
$$

Step 3. With this intermediate result (reliability value $R$ ), for each subsystem $i, i=1: m$, depending on the redundancy type, the lower bound $k_{i}^{\prime}$ is then determined. For example, for a subsystem $i$ with active redundancy $(t r=A)$, the following equations apply:

$$
\begin{equation*}
1-\left(1-r_{i}\right)^{k_{i}} \geq R=\left(1-r_{i}\right)^{k_{i}} \leq 1-R, \quad i=1: m \tag{64}
\end{equation*}
$$

After applying the logarithm we get:

$$
\begin{equation*}
k_{i} \ln \left(1-r_{i}\right) \leq \ln (1-R) \tag{65}
\end{equation*}
$$

and then:

$$
\begin{equation*}
k_{i} \geq \frac{\ln (1-R)}{\ln \left(1-r_{i}\right)}, \quad i=1: m \tag{66}
\end{equation*}
$$

So, the lower bound as an integer value is:

$$
\begin{equation*}
k_{i}^{\prime}=\left\lfloor\frac{\ln (1-R)}{\ln \left(1-r_{i}\right)}\right\rfloor+1, \quad i=1: m \tag{67}
\end{equation*}
$$

where the equations are too complicated, the lower bound is determined iteratively, and not algebraically.

For other components with higher reliability, the lower bound corresponds to the non-redundant variant, so that:

$$
\begin{equation*}
k_{i}^{\prime}=1, \quad i=m+1: n \tag{68}
\end{equation*}
$$

Based on this lower bound solution, the search for an optimal solution can decrease significantly.

## 8. Experimental Results

In order to evaluate the effectiveness of the proposed algorithms, a large number of optimization problems of the order of thousands were analyzed. For all these optimization problems, all eight types of redundancy presented in Section 3 are considered. For any of the $n$ subsystems, the type of redundancy is randomly generated based on the predetermined weights, as shown in Table 2.

Table 2. Weights for types of redundancy considered in experimental studies.

| Type of Redundancy | A, B, C, D | E, F, G, H |
| :---: | :---: | :---: |
| Weight | $15 \%$ | $10 \%$ |

Component reliabilities and costs are also randomly generated. In terms of cost, the values are in the range of $[1,50]$ units for all $n$ subsystems. In terms of reliability, the value ranges depend on the type of redundancy, as shown in Table 3.

Table 3. Value ranges for component reliability by type of redundancy.

| Type of Redundancy | A, B, C, D | E, F, G, H |
| :---: | :---: | :---: |
| Weight | $[0.9,1)$ | $[0.95,1)$ |

Regarding the coefficient $\alpha$ and the reduction factors $\beta$ and $\delta$, the values are randomly generated in the ranges:

$$
\begin{equation*}
0<\alpha<1, \quad 50 \leq \beta \leq 100, \quad 40 \leq \delta \leq 80 \tag{69}
\end{equation*}
$$

In the case of type F redundancy subsystems, the value of the reduction factor $\gamma$ is taken as half of the value for $\beta(\gamma=\beta / 2)$.

For the optimization problems we address, two levels of complexity were taken into account, when $n=50$ and $n=100$. For each case, extensive experimental studies were performed, including thousands of optimization problems.

For each reliability model, the proposed algorithms were tested taking into account both optimization problems. Specifically, for any reliability model, the study on the optimal allocation of redundancy was conducted in this way. First, the issue of redundancy allocation is considered to maximize system reliability at a maximum allowable cost $C^{*}=3 \times C_{n s}$. Let $R_{\max }$ be the maximum system reliability obtained in this way. Then, another redundancy allocation problem is solved to obtain the required reliability $R^{*}=R_{\max }$ at a minimum cost. In this way, either the solution from the first optimization problem is validated, or an improved solution is obtained.

This is the final allocation that we consider, reflected by the vector $\mathbf{k}$ and for which the reliability and cost are $R_{r s}$ and $C_{r s}$, respectively. For any allocation solution, the redundancy efficiency is then calculated as follows:

$$
\begin{equation*}
E f=\frac{1-R_{s n}}{1-R_{r s}} . \tag{70}
\end{equation*}
$$

Efficiency is a more intuitive indicator that shows how often the risk of a failure for the redundant system decreases compared to the basic, non-redundant one.

To illustrate this approach, the numerical results of four experimental studies (problems $P_{1}-P_{4}$ ) are presented below. First, two reliability models for a system with 50 subsystems are considered (problems $P_{1}$ and $P_{2}$ ). All the details of these models are presented in Tables 4 and 5.

Each problem is defined by a set of $n$ tuples corresponding to the parameters of its subsystems. In Table 4, we define a problem with 50 subsystems, therefore we have 50 tuples. The first number in the tuple, $i$, goes from 1 to 50 . The second item of a tuple is the subsystem type. It is identified by a letter following the convention defined in Section 3. For example, the first tuple (1: D, $0.989,39 ; \alpha=0.55$ ) has $t r_{1}=\mathrm{D}$, which corresponds to hybrid standby redundancy with a warm reserve and possibly other cold ones. The following two numbers identify the reliability and the cost of a single component. Again, for the first tuple, the reliability is $r_{1}=0.989$ and the cost is $c_{1}=39$.

Table 4. Problem $P_{1}$ for $n=50$ subsystems.

```
Structural Details: Tuples of \(\left(i\right.\) : \(\left.t r_{i}, r_{i}, c_{i}\right)\) Extended with Parameters \(\alpha_{i}, \beta_{i}\), or as Appropriate, \(i=1: n\).
    (1: D, \(0.989,39 ; \alpha=0.55),(2: \mathrm{C}, 0.958,25),(3: \mathrm{C}, 0.905,41),(4: \mathrm{E}, 0.952,46 ; \beta=50),(5: \mathrm{C}, 0.975,44),(6: \mathrm{A}, 0.984,14)\),
    (7: D, \(0.939,43 ; \alpha=0.86),(8: \mathrm{A}, 0.944,13),(9: \mathrm{G}, 0.987,48 ; \delta=74),(10: \mathrm{A}, 0.914,9),(11: \mathrm{H}, 0.955,32 ; \delta=65),(12: \mathrm{A}, 0.986,41),(13: \mathrm{D}\),
    \(0.957,16 ; \alpha=0.84),(14: \mathrm{D}, 0.920,1 ; \alpha=0.31),(15: \mathrm{C}, 0.913,27),(16: \mathrm{A}, 0.985,8),(17: \mathrm{A}, 0.902,9),(18: \mathrm{F}, 0.956,26 ; \beta=80, \gamma=40)\),
    (19: B, \(0.910,32\) ),
    (20: \(\mathrm{F}, 0.986,42 ; \beta=95, \gamma=48),(21: \mathrm{F}, 0.968,47 ; \beta=80, \gamma=40)\), (22: \(\mathrm{D}, 0.965,47 ; \alpha=0.24),(23: \mathrm{H}, 0.981,31 ; \delta=72),(24: \mathrm{H}, 0.982,31\);
    \(\delta=53\) ),
    (25: \(\mathrm{F}, 0.953,45 ; \beta=77, \gamma=39),(26: \mathrm{B}, 0.959,18),(27: \mathrm{H}, 0.962,13 ; \delta=49),(28: \mathrm{E}, 0.974,46 ; \beta=98),(29: \mathrm{C}, 0.915,26),(30: \mathrm{D}, 0.983,18\);
    \(\alpha=0.74\) ),
    (31: H, \(0.975,8 ; \delta=47\) ), (32: A \(0.988,12),(33: \mathrm{A}, 0.971,21),(34: \mathrm{C}, 0.909,17),(35: \mathrm{C}, 0.953,7),(36: \mathrm{C}, 0.926,7),(37: \mathrm{D}, 0.989,8\);
    \(\alpha=0.74\) ),
    (38: \(\mathrm{C}, 0.906,43),(39: \mathrm{H}, 0.971,11 ; \delta=66),(40: \mathrm{C}, 0.944,16),(41: \mathrm{E}, 0.989,21 ; \beta=79),(42: \mathrm{A}, 0.907,36),(43: \mathrm{B}, 0.942,5),(44: \mathrm{C}\),
    \(0.975,18)\),
    (45: F, \(0.961,42 ; \beta=95, \gamma=48),(46: \mathrm{G}, 0.979,8 ; \delta=60),(47: \mathrm{E}, 0.970,38 ; \beta=82),(48: \mathrm{H}, 0.952,23 ; \delta=48),(49: \mathrm{G}, 0.958,15 ; \delta=68)\),
    (50: C, \(0.975,7\) )
```

    \(C_{n s}=1241, C^{*}=3 \times C_{n s}=3723\)
    Table 5. Problem $P_{2}$ for $n=50$ subsystems.

```
Structural Details: Tuples of \(\left(i: t_{i}, r_{i}, c_{i}\right)\) Extended with Parameters \(\alpha_{i}, \beta_{i}\), or as Appropriate, \(i=1: n\).
(1: D, \(0.925,39 ; \alpha=0.42\) ), (2: B, \(0.985,31\) ), (3: E, \(0.968,29 ; \beta=67\) ), (4: A, \(0.969,35\) ), (5: B, 0.904, 36), (6: A, 0.909, 18), (7: F, 0.973, 6;
\(\beta=92, \gamma=46\) ),
(8: C, \(0.976,10\) ), (9: C, \(0.947,19)\), (10: C, \(0.940,33),(11: \mathrm{A}, 0.931,22),(12: \mathrm{G}, 0.970,35 ; \delta=62),(13: \mathrm{H}, 0.966,14 ; \delta=69),(14: \mathrm{B}\),
\(0.989,31\) ),
(15: A \(0.945,41),(16: \mathrm{C}, 0.974,17),(17: \mathrm{B}, 0.980,47),(18: \mathrm{H}, 0.972,4 ; \delta=79),(19: \mathrm{C}, 0.917,44),(20: \mathrm{B}, 0.902,32),(21: \mathrm{B}, 0.981,1)\),
(22: C, \(0.983,34\) ),
(23: \(\mathrm{F}, 0.983,12 ; \beta=92, \gamma=46),(24: \mathrm{G}, 0.960,12 ; \delta=54),(25: \mathrm{D}, 0.936,28 ; \alpha=0.41),(26: \mathrm{G}, 0.965,11 ; \delta=56),(27: \mathrm{F}, 0.976,7 ; \beta=53\),
\(\gamma=26\) ),
(28: B, \(0.978,10\) ), (29: H, \(0.972,21 ; \delta=55),(30: \mathrm{C}, 0.980,2),(31: \mathrm{G}, 0.975,46 ; \delta=41),(32: \mathrm{B}, 0.901,46),(33: \mathrm{H}, 0.972,26 ; \delta=56),(34: \mathrm{C}\),
\(0.928,7\) ),
(35: A, \(0.909,5),(36: \mathrm{A}, 0.977,49),(37: \mathrm{D}, 0.973,22 ; \alpha=0.72),(38: \mathrm{C}, 0.918,42),(39: \mathrm{A}, 0.930,29),(40: \mathrm{B}, 0.986,37),(41: \mathrm{G}, 0.968,37\);
\(\delta=60\) ),
(42: G \(0.977,31 ; \delta=41\) ), (43: F, \(0.981,41 ; \beta=84, \gamma=42\) ), (44: G, \(0.975,33 ; \delta=40),(45: \mathrm{B}, 0.975,25),(46: \mathrm{E}, 0.965,37 ; \beta=81),(47: \mathrm{B}\),
\(0.941,20\) ),
(48: F \(0.979,8 ; \beta=86, \gamma=43\) ), (49: F, \(0.964,40 ; \beta=58, \gamma=29),(50: \mathrm{E}, 0.967,25 ; \beta=64)\)
```

$C_{n s}=1287, C^{*}=3 \times C_{n s}=3861$

The rest of the parameters depend on the subsystem type. They were defined in the mathematical description in Sections 3.1-3.7, but for convenience we include a summary here with the list of the parameters used for each type of subsystems:

- active redundancy $(\operatorname{tr}=\mathrm{A})$, passive redundancy (or cold standby redundancy) $(t r=\mathrm{B})$, and hybrid standby redundancy with a hot reserve $(\operatorname{tr}=\mathrm{C})$ and possibly other cold ones: no additional parameters;
- hybrid standby redundancy with a warm reserve $(t r=\mathrm{D})$ and possibly other cold ones: parameter $\alpha$ (the coefficient of reduction of the failure rate for a warm-maintained reserve compared to the failure rate of the component in operation);
- hybrid redundancy consisting of a TMR structure with control facilities and possibly cold reserves $(t r=\mathrm{E})$ : parameter $\beta$ (the reduction factor used to express the failure rate of the decision and control logic of a TMR structure based on the failure rate of the basic components);
- static redundancy: TMR or 5MR $(t r=\mathrm{F}$ ): parameters $\beta$ (as above) and $\gamma$ (the reduction factor used to express the failure rate of the decision and control logic of a 5MR structure based on the failure rate of the basic components);
- reconfigurable TMR/Simplex type structure with possible other cold-maintained spare components $(\operatorname{tr}=\mathrm{G})$ and reconfigurable TMR/Duplex type structure with possible other cold-maintained spare components $(t r=\mathrm{H})$ : parameter $\delta$ (the reduction factor used to express the failure rate of the decision, control and reconfiguration logic of a TMR/Simplex or a TMR/Duplex structure based on the failure rate of the basic components).
For example, in Table 4, since subsystem 1 is of type D , its parameter $\alpha_{1}$ is 0.55 . Since subsystem 4 is of type E , its parameter $\beta_{4}$ is 50 . The subscripts were omitted to avoid cluttering the table, but the parameters have distinct values for each subsystem, i.e., they are $\alpha_{i}, \beta_{i}, \gamma_{i}$ or $\delta_{i}$.

On the last line, one can see the cost of the non-redundant system $C_{n s}$ and the maximum allowable cost of the system $C^{*}$, chosen to be three times greater than $C_{n s} . C^{*}$ could have in fact any value, but greater values do not make the problem harder, because the main difficulty lies in finding the proper distribution of redundant components in the "upper" part of the allocation. Greater values for $C^{*}$ would lead to a certain number of redundant components included for all subsystems, and then the main issue would also lie in this "upper" part of the allocation.

The redundancy allocation for these problems generated by the three proposed algorithms after the first optimization process, that tries to maximize system reliability at a maximum allowable cost $C^{*}$, is presented in Tables 6 and 7.

Table 6. Best solutions to problem $P_{1}$ after first optimization (maximizing reliability under cost constraint: $C^{*}=3723$ ).

| Algorithm | Optimal Allocation: $k_{1}, k_{2}, \ldots, k_{n}$ | $C_{r s}$ | $\boldsymbol{R}_{r s}$ |
| :---: | :--- | :---: | :---: |
| SEA | $2,2,3,4,2,2,3,4,3,5,4,2,3,3,3,3,4,3,3,3,3,2,3,3,3$, | 3719 | 0.973398 |
|  | $2,5,4,3,2,4,3,2,3,3,4,4,3,4,3,3,3,3,3,3,4,3,4,4,2$ |  |  |
| RELIVE | $2,3,3,4,2,2,3,3,3,4,4,2,3,4,3,2,4,3,3,3,3,2,3,3,3$, | 3719 | 0.977724 |
|  | $3,4,4,3,2,4,2,2,3,3,4,2,3,4,3,3,3,3,2,3,4,4,4,4,3$ | 40.260 |  |

Table 7. Best solutions to problem $P_{2}$ after first optimization (maximizing reliability under cost constraint: $C^{*}=3861$ ).

| Algorithm | Optimal Allocation: $\boldsymbol{k}_{1}, k_{2}, \ldots, k_{n}$ | $C_{r s}$ | $\boldsymbol{R}_{r s}$ |
| :---: | :--- | :---: | :---: |
| SEA | $3,2,4,2,3,3,3,2,3,3,4,4,5,2,3,3,2,5,3,3,8,2,3,4,3$, | 3856 | 0.978930 |
|  | $4,3,2,4,5,3,3,4,5,4,2,4,3,3,2,3,3,3,3,2,4,3,3,3,4$ | 41.911 |  |
| RELIVE | $3,2,4,3,3,4,3,3,3,3,3,4,4,2,3,3,2,5,3,3,4,2,3,4,3$, | 3861 | 0.981474 |
|  | $4,3,2,4,3,3,3,4,4,4,2,2,3,3,2,4,3,3,3,2,4,3,3,3,4$ | 47.666 |  |

The solutions after the second optimization process trying to minimize the cost under the reliability constraint $R_{r s} \geq R^{*}=R_{\max }$ are presented in Tables 8 and 9 .

Table 8. Best solutions to problem $P_{1}$ after second optimization (minimizing cost under reliability constraint $R^{*}$ ).

| Algorithm | Optimal Allocation: $\boldsymbol{k}_{1}, \boldsymbol{k}_{2}, \ldots, k_{n}$ | $C_{r s}$ | $\boldsymbol{R}_{r s}$ | $E f$ |
| :---: | :--- | :--- | :---: | :---: |
| SEA | $2,3,3,4,2,2,3,3,3,3,4,2,3,4,3,3,4,3,3,3,3,2,3,3,3$, | 3658 | 0.973465 |  |
| $R^{*}=0.973398$ | $3,5,3,3,2,4,2,2,3,3,3,2,3,4,3,3,3,3,3,3,4,3,4,4,3$ |  | 33.798 |  |
| RELIVE | $2,3,3,4,2,2,3,3,3,4,4,2,3,4,3,2,4,3,3,3,3,2,3,3,3$, | 3719 | 0.977724 |  |
| $R^{*}=0.977724$ | $3,4,4,3,2,4,2,2,3,3,4,2,3,4,3,3,3,3,2,3,4,4,4,4,3$ |  | 40.260 |  |
| LP | $2,3,3,4,2,2,3,3,3,4,4,2,3,4,3,2,4,3,3,3,3,2,3,3,3$, | 3719 | 0.977724 |  |
| $R^{*}=0.977724$ | $3,4,4,3,2,4,2,2,3,3,4,2,3,4,3,3,3,3,2,3,4,4,4,4,3$ |  | 40.260 |  |

Table 9. Best solutions to problem $P_{2}$ after second optimization (minimizing cost under reliability constraint $R^{*}$ ).

| Algorithm | Optimal Allocation: $\boldsymbol{k}_{1}, \boldsymbol{k}_{2}, \ldots, k_{n}$ | $C_{r s}$ | $\boldsymbol{R}_{r s}$ | $E f$ |
| :---: | :--- | :--- | :---: | :---: |
| SEA | $3,2,4,3,3,4,3,2,3,3,3,3,4,2,3,2,2,5,3,3,2,2,3,4,3$, | 3819 | 0.979250 |  |
| $R^{*}=0.978930$ | $4,3,2,4,4,3,3,4,3,5,2,3,3,3,2,4,3,3,3,2,4,3,3,3,4$ |  | 42.556 |  |
| RELIVE | $3,2,4,3,3,4,3,3,3,3,3,4,4,2,3,3,2,5,3,3,4,2,3,4,3$, | 3861 | 0.981474 |  |
| $R^{*}=0.981474$ | $4,3,2,4,3,3,3,4,4,4,2,2,3,3,2,4,3,3,3,2,4,3,3,3,4$ |  | 47.666 |  |
| LP | $3,2,4,3,3,4,3,3,3,3,3,4,4,2,3,3,2,5,3,3,4,2,3,4,3$, | 3861 | 0.981474 |  |
| $R^{*}=0.981474$ | $4,3,2,4,3,3,3,4,4,4,2,2,3,3,2,4,3,3,3,2,4,3,3,3,4$ |  | 47.666 |  |

For the second experiment, more complex reliability models corresponding to a system with 100 subsystems are considered (problems $P_{3}$ and $P_{4}$ ). These models are presented in Tables 10 and 11.

Table 10. Problem $P_{3}$ for $n=100$ subsystems.
Structural Details: Tuples of $\left(i: t r_{i}, r_{i}, c_{i}\right)$ Extended with Parameters $\alpha_{i}, \beta_{i}, \gamma_{i}$ or as Appropriate, $i=1: n$.
(1: F, 0.987, $9 ; \beta=75, \gamma=38$ ), (2: H, 0.970, 16; $\delta=40$ ), (3: F, $0.959,20 ; \beta=82, \gamma=41$ ), (4: C, $0.984,40$ ), (5: B, 0.919, 23), (6: D, 0.953, 9; $\alpha=0.34$ ),
(7: G, $0.985,8 ; \delta=44),(8: \mathrm{A}, 0.966,23),(9: \mathrm{H}, 0.978,38 ; \delta=48),(10: \mathrm{B}, 0.908,5),(11: \mathrm{C}, 0.919,23),(12: \mathrm{A}, 0.946,18),(13: \mathrm{A}, 0.969,42)$, (14: F, $0.970,15 ; \beta=94, \gamma=47$ ), (15: B, 0.921, 17), (16: B, $0.913,32$ ), ( $17: \mathrm{D}, 0.905,15 ; \alpha=0.41$ ), ( $18: \mathrm{H}, 0.958,14 ; \delta=58$ ), (19: B, $0.963,12)$,
(20: B, $0.930,29$ ), (21: A, $0.954,18$ ), (22: C, $0.989,27$ ), (23: A, $0.990,7),(24: \mathrm{C}, 0.983,23),(25: \mathrm{D}, 0.928,10 ; \alpha=0.22),(26: \mathrm{E}, 0.958,13$; $\beta=93$ ),
(27: A, $0.962,25$ ), (28: F $0.967,20 ; \beta=53, \gamma=27$ ), (29: G, $0.970,36 ; \delta=67$ ), (30: B, $0.972,20$ ), (31: C, $0.943,23),(32: \mathrm{G}, 0.982,43 ; \delta=58)$,
(33: H, 0.978, 45; $\delta=64$ ), (34: B, $0.952,20$ ), (35: A, $0.944,7$ ), (36: C, 0.969, 19), (37: F, 0.953, 43; $\beta=57, \gamma=29),(38: \mathrm{G}, 0.953,18 ; \delta=47$ ),
(39: H, $0.987,25 ; \delta=54$ ), (40: A $0.940,25),(41: \mathrm{B}, 0.962,43),(42: \mathrm{H}, 0.958,31 ; \delta=77),(43: \mathrm{A}, 0.947,26),(44: \mathrm{E}, 0.984,48 ; \beta=57)$,
(45: $\mathrm{E}, 0.969,6 ; \beta=87$ ), (46: A, $0.900,46$ ), (47: C, $0.945,47$ ), (48: G, $0.967,8 ; \delta=52$ ), (49: F, $0.961,27 ; \beta=64, \gamma=32),(50: \mathrm{E}, 0.971,44$; $\beta=82)$, (51: B, $0.912,47$ ),
(52: $\mathrm{F}, 0.968,34 ; \beta=52, \gamma=26),(53: \mathrm{G}, 0.978,19 ; \delta=51),(54: \mathrm{E}, 0.966,32 ; \beta=69),(55: \mathrm{B}, 0.946,35),(56: \mathrm{C}, 0.983,32),(57: \mathrm{H}, 0.970,10$; $\delta=50$ ),
(58: $\mathrm{D}, 0.926,46 ; \alpha=0.61),(59: \mathrm{H}, 0.975,30 ; \delta=77),(60: \mathrm{D}, 0.902,10 ; \alpha=0.99),(61: \mathrm{D}, 0.982,33 ; \alpha=0.30),(62: \mathrm{A}, 0.940,38),(63: \mathrm{C}$, $0.922,37$ ),
(64: F, $0.986,19 ; \beta=78, \gamma=39)$, (65: G, $0.975,32 ; \delta=59)$, (66: D, $0.938,30 ; \alpha=0.22$ ), (67: B, $0.974,22),(68: \mathrm{H}, 0.958,22 ; \delta=70),(69: \mathrm{E}$, $0.951,9 ; \beta=75),(70: G, 0.969,48 ; \delta=77),(71: \mathrm{D}, 0.905,38 ; \alpha=0.21),(72: \mathrm{E}, 0.989,47 ; \beta=64),(73: \mathrm{H}, 0.962,38 ; \delta=63),(74: \mathrm{B}, 0.923$, 37), (75: H, 0.976, 36; $\delta=53$ ),
(76: A, $0.937,36$ ), (77: B, $0.942,2),(78: \mathrm{C}, 0.913,8)$, (79: E, $0.968,18 ; \beta=69),(80: \mathrm{C}, 0.928,14),(81: \mathrm{B}, 0.962,16),(82: \mathrm{C}, 0.924,17)$, (83: A, 0.913, 42),
(84: A, $0.987,41$ ), (85: A $0.960,22)$, (86: D, $0.902,39 ; \alpha=0.72)$, (87: H, $0.953,24 ; \delta=54),(88: \mathrm{B}, 0.925,13),(89: \mathrm{H}, 0.953,35 ; \delta=65)$,
(90: $\mathrm{E}, 0.972,24 ; \beta=86$ ), ( $91: \mathrm{D}, 0.924,9 ; \alpha=0.48$ ), (92: $\mathrm{B}, 0.971,46),(93: \mathrm{H}, 0.969,37 ; \delta=66),(94: \mathrm{D}, 0.980,15 ; \alpha=0.11),(95: \mathrm{E}, 0.972$, 41; $\beta=80$ ),
(96: B, $0.922,6$ ), (97: $\mathrm{E}, 0.988,44 ; \beta=54$ ), (98: C, $0.955,7$ ), (99: $\mathrm{F}, 0.960,16 ; \beta=90, \gamma=45),(100: \mathrm{A}, 0.904,25)$

[^0]Table 11. Problem $P_{4}$ for $n=100$ subsystems.

## Structural Details: Tuples of $\left(i\right.$ : $\left.t r_{i}, r_{i}, c_{i}\right)$ Extended with Parameters $\alpha_{i}, \beta_{i}, \gamma_{i}$ or as Appropriate, $i=1: n$.

(1: $\mathrm{D}, 0.974,45 ; ~ \alpha=0.98),(2: \mathrm{B}, 0.902,13),(3: \mathrm{C}, 0.955,24),(4: \mathrm{D}, 0.958,21 ; \alpha=0.91),(5: \mathrm{E}, 0.954,39 ; \beta=82),(6: \mathrm{A}, 0.923,46),(7: \mathrm{D}$, $0.952,8 ; \alpha=0.23$ ),
(8: B, $0.900,33$ ), (9: A, $0.926,19$ ), (10: D, $0.933,3 ; \alpha=0.55),(11: \mathrm{D}, 0.973,4 ; \alpha=0.13),(12: \mathrm{E}, 0.976,2 ; \beta=100),(13: \mathrm{D}, 0.912,12$; $\alpha=0.43$ ),
(14: G $0.963,19 ; \delta=45$ ), (15: B, $0.975,27$ ), (16: D, $0.985,11 ; \alpha=0.23),(17: \mathrm{C}, 0.984,34),(18: \mathrm{B}, 0.940,47),(19: \mathrm{F}, 0.981,35 ; ~ \beta=79$, $\gamma=40$ ),
(20: $\mathrm{F}, 0.961,20 ; \beta=79, \gamma=39)$, (21: $\mathrm{D}, 0.929,17 ; \alpha=0.36),(22: \mathrm{H}, 0.989,7 ; \delta=63),(23: \mathrm{E}, 0.977,1 ; \beta=57),(24: \mathrm{A}, 0.943,44)$, (25: F $, 0.965,40 ; \beta=97, \gamma=48$ ), (26: $\mathrm{E}, 0.982,34 ; \beta=97$ ), (27: $\mathrm{F}, 0.974,49 ; \beta=79, \gamma=39),(28: \mathrm{H}, 0.969,12 ; \delta=42),(29: \mathrm{D}, 0.949,45$; $\alpha=0.44$ ),
(30: G, $0.977,11 ; \delta=56),(31: \mathrm{D}, 0.915,2 ; \alpha=0.48),(32: \mathrm{C}, 0.975,10),(33: \mathrm{A}, 0.904,10),(34: \mathrm{A}, 0.928,16),(35: \mathrm{H}, 0.976,49 ; \delta=65)$, (36: E, $0.958,25 ; \beta=55$ ), (37: D, $0.962,47 ; \alpha=0.15)$, (38: B, $0.909,1$ ), (39: H, $0.960,37 ; \delta=44),(40: \mathrm{B}, 0.923,49),(41: \mathrm{C}, 0.907,32)$, (42: $\mathrm{E}, 0.985,49 ; \beta=63)$ ) (43: B, $0.918,4$ ), (44: $\mathrm{F}, 0.964,38 ; \beta=90, \gamma=45)$, (45: A, $0.952,36),(46: \mathrm{B}, 0.945,41),(47: \mathrm{C}, 0.906,16)$,
(48: D $0.915,24 ; \alpha=0.70),(49: \mathrm{B}, 0.905,21),(50: \mathrm{A}, 0.902,20),(51: \mathrm{C}, 0.969,15),(52: \mathrm{H}, 0.964,24 ; \delta=51),(53: \mathrm{D}, 0.916,44 ; \alpha=0.68)$, (54: $\mathrm{E}, 0.973,37 ; \beta=53$ ), (55: C, $0.945,13$ ), (56: D, $0.976,38 ; \alpha=0.23$ ), ( $57: \mathrm{D}, 0.931,13 ; \alpha=0.09$ ), ( $58: \mathrm{B}, 0.912,30$ ), $(59: \mathrm{F}, 0.960,31$; $\beta=71, \gamma=35)$,
(60: A, $0.925,5),(61: \mathrm{B}, 0.958,46),(62: \mathrm{E}, 0.954,46 ; \beta=57),(63: \mathrm{F}, 0.968,38 ; \beta=85, \gamma=43),(64: \mathrm{B}, 0.955,8),(65: \mathrm{H}, 0.958,1 ; \delta=59)$, (66: B, $0.988,44$ ),
(67: D, 0.954, 42; $\alpha=0.19$ ), (68: C, $0.974,46$ ), (69: G, $0.977,19 ; \delta=47$ ), (70: D, $0.958,3 ; \alpha=0.04),(71: \mathrm{A}, 0.922,13),(72: \mathrm{A}, 0.975,33)$,
(73: C, $0.918,10$ ), (74: D $0.946,36 ; \alpha=0.42),(75: \mathrm{C}, 0.918,38),(76: \mathrm{H}, 0.968,18 ; \delta=70),(77: \mathrm{F}, 0.981,3 ; \beta=93, \gamma=46),(78: \mathrm{H}, 0.963$, 12; $\delta=78$ ), (79: A, 0.981, 8),
(80: D, $0.980,48 ; \alpha=0.97$ ), ( $81: \mathrm{B}, 0.967,19$ ), (82: C, $0.939,26$ ), (83: $\mathrm{F}, 0.967,40 ; \beta=55, \gamma=27$ ), ( $84: \mathrm{C}, 0.947,25$ ), (85: $\mathrm{D}, 0.982,46$; $\alpha=0.07$ ),
(86: $\mathrm{E}, 0.982,28 ; \beta=84)$, (87: $\mathrm{G}, 0.976,15 ; \delta=66)$, (88: $\mathrm{D}, 0.941,22 ; \alpha=0.44),(89: \mathrm{F}, 0.983,3 ; \beta=97, \gamma=49),(90: \mathrm{C}, 0.972,12),(91: \mathrm{A}$, 0.976, 13),
(92: B, $0.950,18),(93: \mathrm{D}, 0.976,20 ; \alpha=0.07),(94: \mathrm{G}, 0.989,32 ; \delta=42),(95: \mathrm{H}, 0.974,3 ; \delta=66),(96: \mathrm{E}, 0.989,36 ; \beta=93),(97: \mathrm{G}, 0.967,11$; $\delta=45$ ),
(98: H, $0.974,46 ; \delta=68),(99: \mathrm{G}, 0.956,38 ; \delta=74),(100: \mathrm{G}, 0.974,42 ; \delta=73)$

$$
C_{n s}=2506, C^{*}=3 \times C_{n s}=7518
$$

The numerical results after the two optimization processes described above are presented in Tables 12-15.

Table 12. Best solutions to problem $P_{3}$ after first optimization (maximizing reliability under cost constraint: $C^{*}=7737$ ).

| Algorithm | Optimal Allocation: $k_{1}, k_{2}, \ldots, k_{n}$ | $C_{r s}$ | $R_{r s}$ | $E f$ |
| :---: | :---: | :---: | :---: | :---: |
| SEA | $\begin{aligned} & 5,3,3,2,4,3,5,3,3,7,4,4,2,3,3,3,4,3,3,3,2,4,7,2,3 \\ & 4,3,3,3,5,2,3,4,3,2,3,3,5,3,2,2,3,2,3,3,3,2,4,3,3 \\ & 3,3,3,4,2,2,4,3,4,4,3,2,4,3,3,2,2,4,5,3,3,3,3,3,3 \\ & 3,5,3,3,5,2,3,3,2,2,3,4,2,3,3,4,2,3,3,3,4,3,5,3,3 \end{aligned}$ | 7722 | 0.894261 | 9.375 |
| RELIVE | $\begin{aligned} & 3,4,3,2,3,3,4,2,3,4,3,3,3,3,3,3,4,4,3,3,3,2,2,2,3, \\ & 5,2,3,3,2,3,3,4,3,2,3,3,3,3,3,2,4,3,3,5,3,2,4,3,3, \\ & 3,3,4,3,3,2,4,2,3,4,2,3,2,3,3,2,2,4,5,4,3,3,4,2,4 \\ & 3,8,4,4,4,2,3,3,2,3,3,4,3,4,4,3,2,4,2,4,3,3,3,3,4 \end{aligned}$ | 7737 | 0.927214 | 13.619 |
| LP | $\begin{aligned} & 3,4,3,2,3,3,4,2,3,3,3,3,2,3,3,3,3,4,2,3,3,2,2,2,3 \\ & 4,3,3,3,2,3,3,3,3,3,2,3,4,3,3,2,4,3,3,4,3,3,4,3,4, \\ & 3,3,3,4,2,2,4,3,4,4,2,3,3,3,3,3,2,4,4,3,3,3,4,3,3 \\ & 3,3,4,4,3,2,3,3,2,3,3,4,3,4,4,3,2,4,2,4,3,3,3,3,3 \end{aligned}$ | 7737 | 0.947769 | 18.979 |

Table 13. Best solutions to problem $P_{4}$ after first optimization (maximizing reliability under cost constraint: $C^{*}=7518$ ).

| Algorithm | Optimal Allocation: $k_{1}, k_{2}, \ldots, k_{n}$ | $C_{r s}$ | $R_{r s}$ | $E f$ |
| :---: | :---: | :---: | :---: | :---: |
| SEA | $\begin{aligned} & 2,3,3,3,4,3,4,4,3,3,4,4,4,3,3,3,2,2,3,3,4,3,4,2,3 \\ & 4,3,4,2,4,4,4,4,5,3,4,2,5,4,3,3,3,8,3,3,2,3,3,4,4 \\ & 3,3,3,3,3,2,4,2,3,3,2,3,3,2,5,2,2,2,5,3,3,4,5,2,3 \\ & 5,3,5,3,2,3,5,3,3,3,3,3,2,3,2,3,3,2,4,5,3,5,4,3,3 \end{aligned}$ | 7499 | 0.930610 | 14.281 |
| RELIVE | $\begin{aligned} & 3,3,2,3,4,3,3,3,4,4,2,5,4,4,2,2,2,2,3,3,3,4,3,2,3 \\ & 3,3,5,3,4,4,3,5,4,3,4,2,6,4,3,4,3,4,3,3,2,4,3,3,4 \\ & 3,4,3,3,3,2,3,3,3,4,3,4,3,2,5,2,3,2,4,4,4,2,4,3,3 \\ & 4,5,5,3,2,2,3,3,3,2,4,4,3,3,3,3,3,2,3,5,3,4,3,4,3 \end{aligned}$ | 7518 | 0.952116 | 20.695 |
| LP | $\begin{aligned} & 2,3,3,3,4,3,3,3,3,4,3,5,3,4,2,2,2,3,3,3,3,4,5,3,3 \\ & 3,3,4,3,4,4,3,4,3,4,4,2,4,4,3,3,3,3,3,3,3,4,3,3,4 \\ & 3,4,3,4,3,2,3,3,3,4,2,4,3,3,5,2,2,2,4,3,4,2,3,3,3 \\ & 4,3,4,3,2,2,3,3,3,2,3,4,3,3,3,3,3,2,3,4,3,4,4,4,3 \end{aligned}$ | 7518 | 0.962884 | 26.699 |

Table 14. Best solutions to problem $P_{3}$ after second optimization (minimizing cost under the constraint of reliability $R^{*}$ ).

| Algorithm | Optimal Allocation: $k_{1}, k_{2}, \ldots, k_{n}$ | $C_{r s}$ | $\boldsymbol{R}_{r}$ | Ef |
| :---: | :---: | :---: | :---: | :---: |
| $\begin{gathered} \text { SEA } \\ R^{*}=0.894261 \end{gathered}$ | $\begin{aligned} & 3,5,3,2,2,2,3,3,4,2,2,3,2,5,3,3,4,4,2,2,3,2,3,2,4 \\ & 5,4,5,3,2,2,3,3,2,7,2,3,5,3,4,2,5,3,3,4,3,2,5,3,3 \\ & 3,3,3,3,2,2,3,2,3,3,3,4,3,3,3,4,2,3,5,3,3,3,4,2,3 \\ & 2,8,3,4,5,3,3,3,2,2,3,5,4,4,3,4,2,3,3,3,6,3,5,3,3 \end{aligned}$ | 7735 | 0.896609 | 9.588 |
| $\begin{aligned} & \text { RELIVE } \\ & R^{*}=0.927214 \end{aligned}$ | $\begin{aligned} & 3,4,3,2,3,4,3,2,3,3,3,3,2,3,3,3,4,4,3,3,3,2,2,2,3 \\ & 5,3,3,3,2,3,3,3,3,3,2,3,4,3,3,2,4,3,3,5,3,2,5,3,5 \\ & 2,3,3,4,2,2,5,3,4,4,2,2,3,3,3,2,2,4,4,3,3,3,4,2,3 \\ & 2,3,5,5,3,3,3,3,2,3,3,4,3,4,5,4,2,3,2,3,3,3,5,3,3 \end{aligned}$ | 7622 | 0.927251 | 13.626 |
| $\begin{gathered} \text { LP } \\ R^{*}=0.947769 \end{gathered}$ | $\begin{aligned} & 3,4,3,2,3,3,4,2,3,3,3,3,2,3,3,3,3,4,2,3,3,2,2,2,3 \\ & 4,3,3,3,2,3,3,3,3,3,2,3,4,3,3,2,4,3,3,4,3,3,4,3,4 \\ & 3,3,3,4,2,2,4,3,4,4,2,3,3,3,3,3,2,4,4,3,3,3,4,3,3 \\ & 3,3,4,4,3,2,3,3,2,3,3,4,3,4,4,3,2,4,2,4,3,3,3,3,3 \end{aligned}$ | 7737 | 0.947769 | 18.979 |

Table 15. Best solutions to problem $P_{4}$ after second optimization (minimizing cost under the constraint of reliability $R^{*}$ ).

| Algorithm | Optimal Allocation: $k_{1}, k_{2}, \ldots, k_{n}$ | $C_{r s}$ | $R_{r s}$ | Ef |
| :---: | :---: | :---: | :---: | :---: |
| $\begin{gathered} \text { SEA } \\ R^{*}=0.930610 \end{gathered}$ | $\begin{aligned} & 2,3,5,2,4,3,4,4,2,4,2,5,3,4,4,3,3,3,5,3,3,5,4,3,3 \\ & 3,3,3,3,5,4,5,6,5,5,5,2,8,3,3,3,3,8,3,3,2,5,4,4,4 \\ & 5,4,3,3,4,3,2,4,3,4,2,3,3,5,5,2,2,3,5,3,4,2,4,2,3 \\ & 4,5,5,3,4,2,5,3,4,2,5,3,2,5,4,2,5,2,4,3,3,5,4,3,3 \end{aligned}$ | 8213 | 0.932688 | 14.722 |
| RELIVE $R^{*}=0.952116$ | $\begin{aligned} & 2,3,3,3,4,3,4,3,3,4,4,4,3,4,2,2,2,2,3,3,3,5,5,3,3 \\ & 3,3,5,3,5,4,3,4,4,3,4,2,3,4,2,3,3,3,3,3,2,3,3,4,3 \\ & 3,4,3,4,3,2,3,3,3,3,2,4,3,3,4,2,2,2,4,3,4,2,3,3,3 \\ & 5,5,4,3,2,3,3,3,3,2,3,5,3,5,3,3,3,2,3,4,3,4,3,4,3 \end{aligned}$ | 7384 | 0.952135 | 20.703 |
| $\begin{gathered} \text { LP } \\ R^{*}=0.962884 \end{gathered}$ | $\begin{aligned} & 2,3,3,3,4,3,3,3,3,4,3,5,3,4,2,2,2,3,3,3,3,4,5,3,3 \\ & 3,3,4,3,4,4,3,4,3,4,4,2,4,4,3,3,3,4,3,3,3,4,3,3,4 \\ & 3,4,3,4,3,2,3,3,3,4,2,4,3,3,5,2,2,2,4,3,3,2,4,3,3 \\ & 4,3,4,3,2,2,3,3,3,2,3,4,3,3,3,3,3,2,3,4,3,4,4,4,3 \end{aligned}$ | 7518 | 0.962884 | 26.699 |

For each algorithm, the reliability found by maximization was set as the threshold for the minimization problem. The goal is to find systems with a lower total cost for the same reliability. During maximization, if there are more candidates with the same reliability
but different costs, the choice between them is indifferent from the point of view of the objective function. Therefore, a solution with a higher cost but still less or equal to the cost threshold can be selected. The second optimization can identify better solutions from both points of view. This is often the case for SEA, which usually gives suboptimal results for the first optimization. On the contrary, LP likely finds the optimal solution every time, and therefore, the results of the second optimization are the same as for the first.

The three optimization algorithms considered in our study generate different solutions. The following three examples illustrate how we can determine whether one is superior to the other:

- Consider problem $P_{1}$ for which the best solutions generated by the three optimization algorithms are shown in Table 6. All three solutions require 3719 cost units, but the solution given by SEA achieves lower reliability ( 0.973398 ) compared to that given by RELIVE and LP (0.977724);
- Consider problem $P_{3}$ for which the best solutions generated by the three optimization algorithms are shown in Table 12. The solutions given by RELIVE and LP both require 7737 cost units, but the solution generated by LP achieves higher reliability ( 0.947769 ) compared to that given by RELIVE (0.927214);
- Consider problem $P_{4}$ for which the best solutions generated by the three optimization algorithms are shown in Table 15. Please note that the solution given by SEA requires the highest cost and offers the lowest reliability compared to the solutions given by RELIVE and LP.

For a better comparison of the three proposed optimization algorithms, 1000 randomly generated problems were considered for both $n=50$ and $n=100$. The corresponding results are presented in Figures 8-11. Each graph presents the mean values as the height of the bars, with the standard deviations represented as two sigmas (one up from the mean, and one down from the mean).

First, the reliability maximization case for $n=50$ was considered. Figure 8 shows some statistics of the final system reliability obtained by the algorithms. Since the performance of the evolutionary algorithm greatly depends on the number of generations, two versions were considered: 1000 and 10,000 generations for SEA, and 100 and 500 generations for RELIVE.

It must be mentioned that RELIVE performs additional function evaluations during the hill climbing procedure, therefore it is normal that its number of generations be less than for SEA. Figure 8a presents the actual efficiency values obtained by the algorithms. Figure 8 b includes a comparison relative to LP, where in each of the 1000 trials the efficiency found by LP was considered to correspond to $100 \%$ and the efficiency found by the other algorithms is represented as a percentage of that found by LP. It can be seen that the results of LP and RELIVE are very close, with LP being slightly better, while those of SEA are of a lower quality.

It can also be seen that there is no significant difference between the results of SEA and RELIVE with different numbers of generations: most likely, 1000 and 100 generations, respectively, are sufficient for such problems.

Similar statistics are displayed in Figure 9 for systems with $n=100$. In this case, since the problems are more difficult, there are greater differences between algorithms. LP remains the best, while the relative average efficiency of RELIVE solutions is around 75\%, and that of SEA is around $45 \%$.

Figures 10 and 11 show the results obtained for the cost minimization problems. Since an increase in the number of generations does not seem to be a decisive factor, only 100 and 500 generations were considered for SEA and RELIVE, respectively. The relative performance of algorithms is similar: LP provides the best results, RELIVE results are comparable, slightly worse especially for $n=100$, while SEA gives an average minimum cost around $120-130 \%$ higher than the optimal solution.

In addition, in order to better verify the effectiveness of the proposed algorithms, for the 2000 problems studied, the results obtained for the initial variant were compared
with those for two other variants in which the order of the subsystems changed, being sorted by reliability. The LP algorithm provided the same results for all 2000 problems checked, which highlights its stability for this type of stress. This is not the case with the two evolutionary algorithms, RELIVE and SEA, but the differences that occurred were not statistically significant.


Figure 8. Comparison between algorithms performance for reliability maximization on systems with $n=50$ : (a) the average efficiency for 1000 random problem instances; (b) the results relative to the maximum efficiency found by LP considered as $100 \%$.


Figure 9. Comparison between algorithms performance for reliability maximization with systems with $n=100$ subsystems: (a) average efficiency; (b) results relative to LP.


Figure 10. Comparison between the performance of the algorithms for cost minimization with systems of $n=50$ subsystems: (a) average cost; (b) results relative to LP.


Figure 11. Comparison between the performance of the algorithms for cost minimization with systems of $n=100$ subsystems: (a) average cost; (b) results relative to LP.

## 9. Discussion

In the mathematical model, we assume that the time to failure of a component follows a negative-exponential distribution. For electronic components or electronic modules, especially for integrated circuits, the time to failure is usually considered to have such a distribution. This means that, for a given operating regime, the average failure rate is constant (and not a function of time). But for mechanical elements, for example, this assumption must be accepted with caution because of the physical wear and tear that can occur during system operation. In this case, a Weibull distribution may be more appropriate.

This assumption is important only for specifying the reliability of the redundant system. Only under this assumption the reliability function for most of the redundant structures we considered can be determined analytically, using Markov models, as presented in Section 3. For other distributions, the evaluation of subsystem reliability is more complicated and can be done in other ways, e.g., by using a Monte Carlo simulation.

The optimization methods used in this study are not fundamentally affected by this simplifying assumption. The only change concerns the calculation of the objective function,
which otherwise should be done in a different way. Thus, we appreciate that the comparative performance results of the three optimization methods presented in this article are not significantly affected by this simplifying assumption.

The systems discussed in this paper are all series-aligned subsystems. Our study does not cover cases where a system component may have a redundant structure composed of elements other than the base component, as shown in Figure 12.


Figure 12. Alternative redundant subsystem structure.
In this situation, the optimization problem must be formulated differently, and it involves the inclusion of more types of components than those that form the non-redundant system.

Such cases are encountered in complex systems, e.g., with a network structure. Unfortunately, the conclusions regarding the performance of the three optimization algorithms compared in this paper cannot be extended to these more general cases. There is no evidence to support this.

Another point of discussion is needed about the number of generations used by the two evolutionary algorithms. The specific number of generations used in the study are powers of ten so that the reader can have an intuitive view about the results. A fairer comparison would need to assess their performance, e.g., with the same number of objective function evaluations, a common setting in the area of biologically-inspired optimization algorithms. The number of function evaluations is easy to determine in case of SEA. If the population consists of 50 chromosomes and 10,000 generations are used, then 500,000 evaluations are needed. However, RELIVE does not have a constant population size. Additional function evaluations are performed in the hill climbing step, although at most one of these solutions will be actually used subsequently in the next generation, i.e., the best local improvement. It was empirically estimated that RELIVE with 100 generations needs about 27 times more function evaluations than SEA with 1000 generations. Thus, a comparison could be made with SEA with about 27,000 generations. Still, from the statistical analysis presented above, we hypothesize that the poorer results of SEA are not caused by a smaller number of generations than required. The performance in both cases with 1000 and 10,000 generations is quite similar. Also, the main issue is not execution time, because this is not a real-time application, but the fact that SEA usually gets stuck into a local optimum because, e.g., at the "top" part of the allocation, one cannot include any more components without exceeding the cost limit. It would require one to add one component to a subsystem and remove one component from another subsystem in order to improve the optimization. SEA lacks any mechanisms to do so, and such improvements can come only from "lucky" mutations and removals of components during the chromosome repairing procedure. On the other hand, RELIVE has an especially designed mutation for this situation, based on exchanging a unit between a pair of genes. Because of this, we eventually chose to use the lower number of generations, i.e., 1000 for SEA and 100 for RELIVE, because in this case the optimization is faster and it seems to show the hierarchy of the used methods quite well.

Since evolutionary algorithms are stochastic, more runs may be necessary to obtain a good solution. In the case studies presented above, we used the following methodology:

- For the results presented in Figures 8-11, each algorithm was run a single time for a problem and 2000 problems were used, i.e., 1000 problems for $n=50$ and another 1000 problems for $n=100$. Due to the high number of problems, the results are
statistically significant to assess the performance of the algorithms. These figures show this statistical analysis in terms of mean and standard deviation;
- For the results presented in Tables 6-9 and 12-15, the best out of ten runs was selected for SEA and RELIVE, because we were interested in the best solution. The LP algorithm was run only once.


## 10. Conclusions

Extensive experimental studies on the allocation of redundancy in large binary systems with a hybrid structure, which include a number of optimization problems of the order of thousands, highlight the difficulty of these optimization problems as the number of subsystems increases. Three algorithms were used for optimization: zero-one integer programming, a classic evolutionary algorithm and an original evolutionary algorithm, RELIVE, which combines global search with local fine tuning and includes a number of mutation strategies in order to escape from local optima.

The proposed algorithms are compared, but their effectiveness was also verified by solving two optimization problems, properly correlated. Specifically, a converse problem of minimizing cost for the reliability threshold found in the first case was also attempted as a means to verify the optimality of the solution and when the solution was not optimal, to attempt to improve it from either the cost or reliability perspectives, and possibly both. Experimental results demonstrate that for large instances of the reliability maximization problem, zero-one integer programming yields the best results, followed by RELIVE. The differences become apparent when the number of subsystems is large, e.g., when $n=100$.

As future research, the authors intend to extend the study on the optimal allocation of reliability in hybrid structure binary systems in several directions, as shown below.

For the optimization issues considered in this paper, the type of redundancy is predetermined for all subsystems, as shown in Table 4, Table 5, Table 10 or Table 11. But for certain reliability models this condition may be relaxed. For example, if a redundancy technique based on majority logic is appropriate for a subsystem, then one of the following solutions can be adopted: TMR, TMR/Simplex or 5MR, with or without cold-maintained spare components. The same is true for dynamic redundancy, where active redundancy or hybrid standby redundancy with a hot component and other passive spare ones can be adopted. Therefore, the optimization process can be extended to find an optimal solution that refers to both the type of redundancy and the number of components for each of the $n$ subsystems.

On the other hand, some redundant structures often adopt the technical solution in which the components are functionally compatible but different in design to avoid common errors. For example, this idea applies to majority logic structures (TMR, TMR/Simplex and 5 MR ) or duplex structure. A future direction of research also refers to these redundant subsystems with heterogeneous structure.

In reliability engineering the problem of system reliability maximization under two or more constraints often arises; for example, under cost constraints, but also under weight and/or volume constraints. We intend to extend the research to also cover this important problem of maximizing system reliability under two or more constraints.

We also plan to study the transformation of the problem into a multi-objective optimization problem, e.g., maximize the system's reliability while minimizing the associated cost. The solutions to be considered would be the solutions around the imposed threshold for cost or reliability. Previously we saw that an increase in the cost limit of only $5 \%$ can lead to a larger increase in system reliability. By using a multi-objective optimization approach, such analysis could be more principled.

Another direction of investigation would be to assess the effect of integer-based representation for the evolutionary algorithms instead of the real-valued representation used so far.
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## Nomenclature

$\left.\begin{array}{ll}\text { Reliability } & \begin{array}{l}\text { The probability that a component or a system works successfully within } \\ \text { a given period of time }\end{array} \\ \text { Binary system }\end{array} \quad \begin{array}{l}\text { A system in which each component can be either operational or failed } \\ \text { A reliability model that reflects a redundant system composed of } \\ \text { subsystems consisting of basic components or redundant structures, and }\end{array}\right]$

Note: For notations $r_{i}$ to $t r_{i}$, when the subsystem is not indicated the index is not necessary, therefore the notations used are $r, c, \lambda$ and so on.

## Assumptions

- For any redundant subsystem, the spare components are considered identical to the basic one/ones.
- For the components in operating mode or for the spare components maintained in warm conditions, the time to failure has a negative-exponential distribution.
- The events of failure that may affect the components of the system are stochastically independent.
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#### Abstract

This paper addresses the issue of optimal allocation of spare modules in large series-redundant systems in order to obtain a required reliability under cost constraints. Both cases of active and standby redundancy are considered. Moreover, for a subsystem with standby redundancy, two cases are examined: in the first case, all the spares are maintained in cold state (cold standby redundancy) and, in the second one, to reduce the time needed to put a spare into operation when the active one fails, one of the spares is maintained in warm conditions. To solve this optimization problem, for the simpler case of active redundancy an analytical method based on the Lagrange multipliers technique is first applied. Then the results are improved by using Pairwise Hill Climbing, an original fine-tuning algorithm. An alternative approach is an innovative evolutionary algorithm, RELIVE, in which an individual lives for several generations and improves its fitness based on local search. These methods are especially needed in case of very large systems.
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## 1. Introduction

The reliability design of a complex system is one of the most studied topics in the literature. The problems mainly refer to the kind of solution (reliability allocation and/or redundancy allocation), the kind of redundancy (active, standby, etc.), the type of system (binary or multi-state), the levels of redundancy (multi-level system
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This is an Open Access article published by World Scientific Publishing Company. It is distributed under the terms of the Creative Commons Attribution 4.0 (CC BY) License which permits use, distribution and reproduction in any medium, provided the original work is properly cited.
or multiple component choice), etc. All these issues have practical applications and provide good directions of research. An excellent overview of such problems can be found in Refs. 1-4.

According to the decision variables, ${ }^{3,4}$ a reliability optimization problem may belong to the following types:
(a) reliability allocation, when the decision variables are component reliabilities;
(b) redundancy allocation, when the variable is the number of component units;
(c) reliability-redundancy allocation, when the decision variables include both the component reliabilities and the redundancies.

In this paper, we address the problem of redundancy allocation in which the number of redundant units in a series-parallel reliability model is the only decision variable. This problem belongs to the NP-hard category. ${ }^{5}$

We have limited ourselves to the binary systems in which each component is either operational or failed. Regarding the kind of redundancy, for each component of the system we consider that the reserves can be active or in standby, as necessary from the technical point of view.

To solve this optimization problem of redundancy allocation, more methods or techniques can be applied, such as intuitive engineering methods, ${ }^{6}$ heuristic search algorithms, ${ }^{7-10}$ analytical methods based on Lagrange multipliers, ${ }^{11-13}$ or dynamic programming. ${ }^{14}$ Other metaheuristic methods based on genetic algorithms are also appropriate. ${ }^{15-18}$ In this work, we focus on metaheuristic methods combined with an analytical approach based on Lagrange multipliers.

Other distinct approaches for this problem are based on Zero-One Integer Programming (01IP) and Quadratic Unconstrained Binary Optimization (QUBO). ${ }^{19}$

This paper is an extended version of Ref. 20, in which the analytical method is explained in more detail and an original evolutionary algorithm (EA) is proposed that, unlike the approach previously used, seems to be able to solve large instances of the problem under consideration.

The rest of this work is organized as follows: Section 2 presents a brief nomenclature, notations and some assumptions, while Sec. 3 describes the optimization problem we deal with. An analytical approach based on Lagrange multipliers is presented in Sec. 4. In Sec. 5, we mention the Pairwise Hill Climbing algorithm used in Ref. 20, while in Sec. 6, we describe a novel evolutionary algorithm, RELIVE, that combines global and local search. In Sec. 7, we include the experimental results, and Sec. 8 contains the conclusions of this work.

## 2. Nomenclature, Notations and Assumptions

### 2.1. Nomenclature

(a) Reliability - The probability that a component or a system works successfully within a given period of time.
(b) Series-redundant model - A reliability model corresponding to a redundant system consisting of basic components and possibly other active or standby spare components, as the case may be.

### 2.2. Notations

(a) $n$ - The number of components in the non-redundant system or the number of subsystems in the redundant system, as the case may be;
(b) $r_{i}$ - The reliability of a component of type $i, i \in\{1,2, \ldots, n\}$, for a given period of time $T$;
(c) $\lambda_{i}$ - The failure rate for a component of type $i$;
(d) $x_{i}$ - Another reliability indicator for a component of type $i, i \in\{1,2, \ldots, n\}$;
(e) $c_{i}$ - The cost of a component of type $i$;
(f) $R_{\text {ns }}$ - The reliability of the non-redundant system (system with series reliability model);
(g) $C_{\text {ns }}$ - Cost of the non-redundant system;
(h) $k_{i}$ - The number of components that compose the redundant subsystem $i, i \in\{1,2, \ldots, n\}$;
(i) $R_{i}$ - The reliability of subsystem $i$ (a subsystem consisting of a basic component and possibly one or more identical spare components);
(j) $C_{i}$ - The cost of subsystem $i$;
(k) $R_{\mathrm{rs}}$ - The reliability of the redundant system (system with series-redundant reliability model);
(l) $C_{\mathrm{rs}}$ - The cost of the redundant system;
(m) $R^{*}$ - The required level of reliability for the system;
(n) $C^{*}$ - The maximum allowed cost for the system;
(o) $\eta$ - A Lagrange multiplier.

### 2.3. Assumptions

(a) Each component in the system can be either operational or failed (i.e. binary system).
(b) For any redundant subsystem, the spare components are considered identical to the basic one.
(c) For a subsystem with standby redundancy, for the component in operating mode or for the spare maintained in warm conditions, the time to failure has a negative-exponential distribution law.
(d) The events of failure that may affect the components of the system are stochastically independent.

## 3. Problem Description

Let us first consider a non-redundant system composed of $n$ basic components for which the reliability model is a series one. The reliability of this system without


Fig. 1. Reliability model for a series-redundant system with spare components.
redundancy is $R_{\mathrm{ns}}=\prod_{i=1}^{n} r_{i}$ and for systems with a large number of components this value is often quite low. To reach a required reliability, spare components are added so that the reliability model becomes series-redundant as presented in Fig. 1.

For a subsystem, the spare components can be active or passive (in standby), as the case may be. Moreover, for a subsystem with standby redundancy, in this work, two cases are considered: in the first case, all the spares are maintained in cold state (cold standby redundancy) so that an inactive component does not fail (this failure rate is 0 ), or in the second one, in order to reduce the time needed to put a spare into operation when the active one fails, one of the spares is maintained in warm or even hot condition, as the case may be; if any, the other spare components are maintained in cold state. Consequently, in this second case, one inactive component may fail before it is put into operation and its failure rate is less or equal to the failure rate of the component in active mode (AC). In Fig. 1, a cold spare is illustrated by a broken line.

Typically, in this allocation process, the criterion is reliability, cost, weight or volume. One or more criteria can be considered in an objective function, while the others can be considered as constraints. ${ }^{2,6,14}$ From a mathematical point of view, one must solve an optimization problem of an objective function with constraints.

In this work, we address the issue of maximizing system reliability within the cost constraint. Thus, we have to determine the values $k_{i}, i \in\{1,2, \ldots, n\}$ that maximize the reliability function

$$
\begin{equation*}
R_{\mathrm{rs}}=f\left(R_{1}, R_{2}, \ldots, R_{n}\right)=\prod_{i=1}^{n} R_{i} \tag{1}
\end{equation*}
$$

under the cost constraint:

$$
\begin{equation*}
\sum_{i=1}^{n} C_{i} \leq C^{*} \tag{2}
\end{equation*}
$$

For a subsystem $i$ with active redundancy, as the spare components are identical to the basic one, the reliability function can be expressed by the following equation:

$$
\begin{equation*}
R_{i}=1-\left(1-r_{i}\right)^{k_{i}}, \quad i \in\{1,2, \ldots, n\} \tag{3}
\end{equation*}
$$

For a subsystem $i$ with cold standby redundancy, composed of one active component and other $k_{i}-1$ identical components in cold state, under the assumption
that for the component in AC, the time to failure has a negative-exponential distribution law, the reliability function $R_{i}$ can be expressed by the following equation (see, e.g. p. 111 of Ref. 3):

$$
\begin{equation*}
R_{i}=\sum_{j=0}^{k_{i}-1} \frac{\left(\lambda_{i} T\right)^{j}}{j!} e^{-\lambda_{i} T}, \quad i \in\{1,2, \ldots, n\} . \tag{4}
\end{equation*}
$$

As $r_{i}=e^{-\lambda_{i} T}$, the equation becomes

$$
\begin{equation*}
R_{i}=r_{i} \sum_{j=0}^{k_{i}-1} \frac{\left(-\ln \left(r_{i}\right)\right)^{j}}{j!}, \quad i \in\{1,2, \ldots, n\} \tag{5}
\end{equation*}
$$

For a subsystem with standby redundancy, in which a spare component is maintained in a warm state, the reliability function is obtained based on a Markov chain. Let $\lambda$ be the failure rate for the component in operating mode, and let $\alpha \lambda$, $0<\alpha \leq 1$, be the failure rate for the warm spare (WS). To illustrate how the Markov model is applied, let us consider a subsystem composed of a component in AC, a WS and a cold one (CS) (i.e. $k_{i}=3$ ). The evolution of this redundant subsystem until failure is illustrated by the Markov chain presented in Fig. 2.

Let $s(t)$ be the state of the subsystem at time $t$, and $p_{i}(t)=\operatorname{Prob}\left(s(t)=S_{i}\right)$, $i \in\left\{S_{1}, S_{2}, S_{3}, S_{4}\right\}$. As $S_{1}, S_{2}$ and $S_{3}$ are successful states, and $S_{4}$ is an absorbent one, the reliability function of this redundant subsystem can be defined as $R(t)=p_{1}(t)+p_{2}(t)+p_{3}(t), t \geq 0$. To determine the probability functions $p_{i}(t), i \in$ $\{1,2,3\}$, the following system of differential equations has to be solved:

$$
\begin{equation*}
P^{\prime}=A \times P, \tag{6}
\end{equation*}
$$

where $P=\left[p_{1}(t) p_{2}(t) p_{3}(t)\right]^{T}, P^{\prime}=\left[p_{1}^{\prime}(t) p_{2}^{\prime}(t) p_{3}^{\prime}(t)\right]^{T}$ and $\mathbf{A}$ is the matrix of state transition rates.

In this case, matrix $\mathbf{A}$ has the form

$$
\mathbf{A}=\left[\begin{array}{ccc}
-(1+\alpha) \lambda & 0 & 0  \tag{7}\\
(1+\alpha) \lambda & -(1+\alpha) \lambda & 0 \\
0 & (1+\alpha) \lambda & -\lambda
\end{array}\right]
$$

Thus, the following system of differential equations results:

$$
\left\{\begin{array}{l}
p_{1}^{\prime}(t)=-(1+\alpha) \lambda p_{1}(t)  \tag{8}\\
p_{2}^{\prime}(t)=(1+\alpha) \lambda p_{1}(t)-(1+\alpha) \lambda p_{2}(t) \\
p_{3}^{\prime}(t)=(1+\alpha) \lambda p_{2}(t)-\lambda p_{3}(t)
\end{array}\right.
$$



Fig. 2. Markov chain for subsystem reliability evaluation (subsystem with a WS and a cold one).

The initial values are: $p_{1}(0)=1, p_{2}(0)=p_{3}(0)=p_{4}(0)=0$. Thus, by applying the Laplace transform $(\mathcal{L})$, the following system of algebraic equations can be written:

$$
\left\{\begin{array}{l}
s P_{1}(s)-1=-(1+\alpha) \lambda P_{1}(s)  \tag{9}\\
s P_{2}(s)=(1+\alpha) \lambda P_{1}(s)-(1+\alpha) \lambda P_{2}(s) \\
s P_{3}(s)=(1+\alpha) \lambda P_{2}(s)-\lambda P_{3}(s)
\end{array}\right.
$$

where $P_{i}(s)=\mathcal{L}\left\{p_{i}(t)\right\}, i \in\{1,2,3\}$, are functions in the frequency domain, and $s$ is the Laplace operator.

Based on (9), after some algebraic operations, the following equations result:

$$
\left\{\begin{align*}
P_{1}(s) & =\frac{1}{s+(1+\alpha) \lambda}  \tag{10}\\
P_{2}(s) & =\frac{(1+\alpha) \lambda}{(s+(1+\alpha) \lambda)^{2}} \\
P_{3}(s) & =\frac{((1+\alpha) \lambda)^{2}}{(s+(1+\alpha) \lambda)^{2}} \frac{1}{s+\lambda}
\end{align*}\right.
$$

After a partial-fraction-expansion, the function $P_{3}(s)$ can be expressed in this way

$$
\begin{equation*}
P_{3}(s)=-\frac{(1+\alpha)^{2}}{\alpha^{2}}\left(\frac{\alpha \lambda}{(s+(1+\alpha) \lambda)^{2}}-\frac{1}{s+(1+\alpha) \lambda}+\frac{1}{s+\lambda}\right) \tag{11}
\end{equation*}
$$

As the function $\Re(s)=\mathcal{L}\{R(t)\}=P_{1}(s)+P_{2}(s)+P_{3}(s)$, the following equation results:

$$
\begin{equation*}
\Re(s)=-\frac{(1+\alpha) \lambda}{\alpha} \frac{1}{(s+(1+\alpha) \lambda)^{2}}-\frac{1+2 \alpha}{\alpha^{2}} \frac{1}{s+(1+\alpha) \lambda}+\frac{(1+\alpha)^{2}}{\alpha^{2}} \frac{1}{s+\lambda} \tag{12}
\end{equation*}
$$

The mean time to failure (MTTF) for the redundant subsystem can be obtain based on the function $\Re(s)$ by giving the value 0 to $s$. Thus,

$$
\begin{align*}
\mathrm{MTTF} & =\Re(0)=-\frac{(1+\alpha) \lambda}{\alpha} \frac{1}{((1+\alpha) \lambda)^{2}}-\frac{1+2 \alpha}{\alpha^{2}} \frac{1}{(1+\alpha) \lambda}+\frac{(1+\alpha)^{2}}{\alpha^{2}} \frac{1}{\lambda} \\
& =\frac{3+\alpha}{(1+\alpha) \lambda} . \tag{13}
\end{align*}
$$

As a check, based on the state transitions presented in Fig. 1, one can write

$$
\begin{equation*}
\mathrm{MTTF}=\frac{1}{(1+\alpha) \lambda}+\frac{1}{(1+\alpha) \lambda}+\frac{1}{\lambda}=\frac{3+\alpha}{(1+\alpha) \lambda} \tag{14}
\end{equation*}
$$

The reliability function $R(t)$ can be obtained by applying the inverse Laplace transform, $R(t)=\mathcal{L}^{-1}\{\Re(s)\}$. Thus, the reliability function has the following form:

$$
\begin{equation*}
R(t)=\frac{(1+\alpha)^{2}}{\alpha^{2}} e^{-\lambda t}-\left(\frac{1+2 \alpha}{\alpha^{2}}+\frac{1+\alpha}{\alpha} \lambda t\right) e^{-(1+\alpha) \lambda t} \tag{15}
\end{equation*}
$$

Let us consider now the subsystem $i$, where for the operating component the failure rate is $\lambda_{i}$ and, for a given period of time $T, r_{i}=e^{-\lambda_{i} T}$. As $\lambda_{i} T=-\ln r_{i}$, the
subsystem reliability function is given by the following equation:

$$
\begin{equation*}
R_{i}=\frac{(1+\alpha)^{2}}{\alpha^{2}} r_{i}-\left(\frac{1+2 \alpha}{\alpha^{2}}-\frac{1+\alpha}{\alpha} \ln r_{i}\right) r_{i}^{1+\alpha} . \tag{16}
\end{equation*}
$$

As a check, for $T=0, r_{i}=1$ and

$$
\begin{equation*}
R_{i}=\frac{(1+\alpha)^{2}}{\alpha^{2}}-\frac{1+2 \alpha}{\alpha^{2}}=\frac{\alpha^{2}}{\alpha^{2}}=1 \tag{17}
\end{equation*}
$$

For a redundancy subsystem $i$ with a different number of components, the reliability function can be obtained based on a Markov chain in the same manner. For example, if the redundant subsystem is composed of a component in active mode and a spare maintained in warm conditions (i.e. $k_{i}=2$ ), by applying the method based the Markov chain, the reliability function is

$$
\begin{equation*}
R_{i}=r_{i}-r_{i}^{\alpha}\left(r_{i}-1\right) . \tag{18}
\end{equation*}
$$

For another subsystem $i$ composed of a component in active mode (AC), a warm spare (WS) and two spares in a cold state (2 CS) (i.e. $k_{i}=4$ ), the algebraic operations are more complicated but one can show in the same manner that the subsystem reliability function is given by the following equation:

$$
\begin{equation*}
R_{i}\left(r_{i}, \alpha\right)=\frac{(1+\alpha)^{3}}{\alpha^{3}} r_{i}-\left(\frac{1+3 \alpha+3 \alpha^{2}}{\alpha^{3}}-\frac{1+3 \alpha+2 \alpha^{2}}{\alpha^{2}} \ln r_{i}+\frac{(1+\alpha)^{2}}{2 \alpha}\left(\ln r_{i}\right)^{2}\right) r_{i}^{1+\alpha} . \tag{19}
\end{equation*}
$$

Note that, compared to the case of active redundancy (Eq. (3)), the expression of the reliability function is more complex, therefore an analytical approach to this optimization problem is more difficult to apply.

In case of active redundancy, to reduce the computation time, we choose to first apply an analytical method based on Lagrange multipliers in order to quickly obtain an approximate solution, and then, this approximate solution is improved with other original optimization methods.

## 4. Analytical Approach for Active Redundancy

As the spares are identical to the basic component, for the series-parallel reliability model presented in Fig. 1, the reliability function can be expressed by the following equation:

$$
\begin{equation*}
R_{\mathrm{rs}}=\prod_{i=1}^{n}\left(1-\left(1-r_{i}\right)^{k_{i}}\right) \tag{20}
\end{equation*}
$$

We have to determine the values $k_{1}, k_{2}, \ldots, k_{n}$ that maximize the function $R_{\mathrm{rs}}$ with the cost constraint:

$$
\begin{equation*}
\sum_{i=1}^{n} c_{i} k_{i} \leq C^{*} \tag{21}
\end{equation*}
$$

Based on (20) and (21), the following Lagrangian function results:

$$
\begin{equation*}
L\left(k_{1}, k_{2}, \ldots, k_{n}, \eta\right)=\prod_{i=1}^{n}\left(1-\left(1-r_{i}\right)^{k_{i}}\right)+\eta\left(\sum_{i=1}^{n} c_{i} k_{i}-C^{*}\right) \tag{22}
\end{equation*}
$$

where $\eta$ is the Lagrange multiplier.
Thus, instead of maximizing the function $R_{\mathrm{rs}}$ given by (20) within the cost constraint (21), we have to maximize the Lagrange function given by (22) without constraints. For this purpose, the following system with partial derivatives must be solved:

$$
\left\{\begin{array}{l}
\frac{\partial L}{\partial k_{i}}=0, \quad i=1,2, \ldots, n  \tag{23}\\
\frac{\partial L}{\partial \eta}=0
\end{array}\right.
$$

It is easy to observe that by applying the partial derivatives presented in (23), the system of algebraic equations that results is very difficult to solve because of the products that appear. For example, the partial derivative $\frac{\partial L}{\partial k_{i}}=0$ leads to the complex equation:

$$
\begin{equation*}
-\prod_{j \neq i}\left(1-\left(1-r_{j}\right)^{k_{j}}\right) \times\left(1-r_{i}\right)^{k_{i}} \ln \left(1-r_{i}\right)+\eta c_{i}=0 . \tag{24}
\end{equation*}
$$

For this reason, another way to express the reliability of a system is more appropriate. The reliability of a system can be expressed by the reliability indicator $(R)$ or the non-reliability indicator $(1-R)$, i.e. by a point within the unit segment $[0,1]$. Another indicator of reliability can also be used, namely,

$$
\begin{equation*}
x=\frac{1-R}{R}=\frac{1}{R}-1 \tag{25}
\end{equation*}
$$

It should be noted that if $R \rightarrow 1$ then $x \rightarrow 0$, and if $R \rightarrow 0$ then $x \rightarrow \infty$. To return to the initial reliability identifier, $R$, the following equation is applied:

$$
\begin{equation*}
R=\frac{1}{x+1} \tag{26}
\end{equation*}
$$

Let us now consider a system with a series reliability model, composed of $n$ components of reliability $x_{i}=\frac{1}{r_{i}}-1, i=1,2, \ldots, n$. The system reliability can be expressed by the following equation:

$$
\begin{equation*}
x_{s}(n)=\frac{1}{R_{s}(n)}-1=\frac{1}{\prod_{i=1}^{n} \frac{1}{x_{i}+1}}-1=\prod_{i=1}^{n}\left(x_{i}+1\right)-1 . \tag{27}
\end{equation*}
$$

This relationship is rather complicated, but for values $x_{i} \ll 1$, which reflect high reliability, the resulting products can be neglected and the reliability of the system
can be approximated with good accuracy by the following equation:

$$
\begin{equation*}
x_{s}(n) \approx \sum_{i=1}^{n} x_{i} \tag{28}
\end{equation*}
$$

In the same manner, one can be shown that for a parallel reliability model with $n$ components, when $x_{i} \ll 1$, the reliability of the redundant system can be approximated with good accuracy by the equation

$$
\begin{equation*}
x_{P}(n) \approx \prod_{i=1}^{n} x_{i} \tag{29}
\end{equation*}
$$

Based on this reliability indicator and when approximate equations (28) and (29) can be accepted, the optimization problem reduces to the maximization of the reliability function:

$$
\begin{equation*}
x_{\mathrm{rs}}=\sum_{i=1}^{n} x_{i}^{k_{i}} \tag{30}
\end{equation*}
$$

with the cost constraint (21). The Lagrangian function in this case is

$$
\begin{equation*}
L\left(k_{1}, k_{2}, \ldots, k_{n}, \eta\right)=\sum_{i=1}^{n} x_{i}^{k_{i}}+\eta\left(\sum_{i=1}^{n} c_{i} k_{i}-C^{*}\right) \tag{31}
\end{equation*}
$$

By applying the partial derivatives presented in (23), the following system of algebraic equations results:

$$
\left\{\begin{array}{l}
x_{i}^{k_{i}} \ln x_{i}+\eta c_{i}=0, \quad i=1,2, \ldots, n  \tag{32}\\
\sum_{i=1}^{n} c_{i} k_{i}=C^{*}
\end{array}\right.
$$

and then

$$
\left\{\begin{array}{l}
x_{i}^{k_{i}}=-\frac{\eta c_{i}}{\ln x_{i}}, \quad i=1,2, \ldots, n  \tag{33}\\
\sum_{i=1}^{n} c_{i} k_{i}=C^{*}
\end{array}\right.
$$

With the notation $\alpha_{i}=-c_{i} / \ln x_{i}, i=1,2, \ldots, n$, and when $\alpha_{i}>0$ (i.e. $x_{i}<0$ and, consequently, $r_{i} \geq 0.5$ ), by applying the logarithm function, the following system results:

$$
\left\{\begin{array}{l}
k_{i} \ln x_{i}=\ln \eta+\ln \alpha_{i}, \quad i=1,2, \ldots, n,  \tag{34}\\
\sum_{i=1}^{n} c_{i} k_{i}=C^{*}
\end{array}\right.
$$

and then

$$
\left\{\begin{array}{l}
k_{i}=\frac{\ln \eta}{\ln x_{i}}+\frac{\ln \alpha_{i}}{\ln x_{i}}, \quad i=1,2, \ldots, n  \tag{35}\\
\sum_{i=1}^{n} c_{i} k_{i}=C^{*}
\end{array}\right.
$$

With other two notations, $\pi_{i}=1 / \ln x_{i}=-\alpha_{i} / c_{i}$ and $\gamma_{i}=\pi_{i} \ln \alpha_{i}$, the system becomes

$$
\left\{\begin{array}{l}
k_{i}=\pi_{i} \ln \eta+\gamma_{i}, \quad i=1,2, \ldots, n  \tag{36}\\
\sum_{i=1}^{n} c_{i}\left(\pi_{i} \ln \eta+\gamma_{i}\right)=C^{*}
\end{array}\right.
$$

and finally,

$$
\left\{\begin{array}{l}
\eta=e^{v}, \quad \text { where } v=\frac{C^{*}-\sum_{i=1}^{n} \gamma_{i} c_{i}}{\sum_{i=1}^{n} \pi_{i} c_{i}},  \tag{37}\\
k_{i}=\pi_{i} \ln \eta+\gamma_{i} .
\end{array}\right.
$$

The only impediment for solving the problem remains that the values $k_{i}$ obtained by applying (37) are real values, and the allocation is, by its nature, a discrete problem. Therefore, it is necessary to determine the optimal allocation in integer numbers starting from the actual solution.

An approximate solution results by adopting the integers closest to the real values. But in this case, it is possible that the new solutions for $k_{i}$ no longer satisfy the cost constraint. Starting from the value of the Lagrange multiplier $\eta$ given by (37), a search process is carried out in a neighborhood of this value in order to obtain a better approximate solution for $k_{i}$ while satisfying the cost constraint. Unfortunately, this approximate solution may not be accurate enough. Consequently, this approximate solution is further improved by applying other methods of refining the search process, as shown in the following sections.

The analytical approach is applied only to the case of active redundancy because for the case of standby spares, the Lagrangian function is more complicated and the system of partial derivatives is very difficult to solve. But the following optimization methods are extended to cover the case in which some subsystems may have active spares and the other ones may have other forms of redundancy.

## 5. Pairwise Hill Climbing

The analytical methods described in Sec. 4 only give an approximation of the solution since the final result has to contain integer values, and the they provide real values. In order to obtain the actual correct solution, or at least closer to the global optimum, one needs to perform an additional local search.

In Ref. 20, we introduced an original algorithm called "Pairwise Hill Climbing" (PHC) to address this issue. For our particular problem, a classic hill climbing method cannot be applied because simply adding components to the subsystems would likely cause the violation of the cost constraint.

In the proposed PHC algorithm, two candidate solutions are generated for each pair of subsystems $S S_{1}$ and $S S_{2}$. The first candidate is created by adding one component to $S S_{1}$, i.e. the direct hill climbing operation. The second is created by adding one component to $S S_{1}$ and subtracting one from $S S_{2}$, i.e. a swapping operation. There is no ordering constraint for the subsystems being paired, so eventually, any subsystem will have the role of both $S S_{1}$ and $S S_{2}$.

Another specific optimization is the generation of the starting points of the search. Unlike classic hill climbing, which starts from a single initial point, in PHC there are several intertwined searches. One starting point is the approximate solution provided by the analytical method, let us call it $I_{0}$. Another set of starting points are the $n$ candidate solutions $I_{1 i}$ created by subtracting one component from the subsystem $i$ of $I_{0}$. Yet another starting point is the candidate solution $I_{2}$ created by subtracting one component from each subsystem of $I_{0}$. Of course, the subtraction procedure is applied only if the number of components of the targeted subsystem is greater than two, because a valid allocation requires that each subsystem has at least one component.

All the searches proceed by means of a priority queue. The initial solutions $I_{0}, I_{1 i}$ and $I_{2}$ are inserted into the priority queue. At a certain step, the solution with the best reliability is extracted from the priority queue and expanded using the two candidate solutions created as explained above. Since each child solution also has the information about its parent, the generated solutions can also be viewed as the results of a tree search.

One can reach a balance between the execution time and the quality of the final solution by limiting the search to a maximum number of levels in the tree $t l_{\max }$ and to a maximum number of solutions taken from the queue $n s_{\max }$.

## 6. RELIVE - An Innovative Evolutionary Algorithm

In Ref. 20, it was discovered that the best results were given by a hybrid method that combined the analytical approach and PHC. However, real-valued evolutionary algorithms (EA) were also investigated to see whether they could provide the optimal solution by themselves. Despite using them in various ways, e.g. optimizing the offspring generation process, steady-state evolution, extending the number of generations and imposing a limit on the search domain by using the estimations of the analytical method, it was found that the EAs were unable to match or surpass the results of the hybrid method.

Beside the reported results, several EA libraries available on the Internet were tried, together with non-evolutionary, differential-based methods. Even if they claimed to be able to handle constraints, they completely failed to provide useful
solutions - if not optimal, at least close to the solution discovered by our methods, likely because of the high dimensionality of the considered problems. Most of the time, they did not converge at all.

Therefore, in this work, a new evolutionary algorithm called "Cross-Generational Evolutionary Algorithm with Local Improvements" (RELIVE) is proposed, which combines the principles of a classic evolutionary algorithm with ideas inspired by alternative optimization methods, such as hill climbing and particle swarm optimization.

The encoding of the problem is real-valued, and each chromosome has $n$ real genes, corresponding to $k_{i}$. The domain of the genes $\left[1, k_{\max }\right]$ depends on the problem. $k_{\text {max }}$ is the maximum estimated value for any $k_{i}$.

The fitness function is the expression in Eq. (1). Since the genes are real numbers and $k_{i}$ are integers, the gene values are rounded when computing the reliability.

The selection method is tournament selection with two individuals. We use arithmetic crossover and mutation by gene resetting. The stopping criterion is a fixed number of generations.

The main feature of the RELIVE algorithm is that an individual can live for a certain number of generations, and in each generation it improves its fitness by performing several hill climbing steps. In each generation it can participate in the selection process in the normal way, in order to have a chance to generate offspring. Thus, the size of the population is no longer fixed; it can vary as some individuals are "born" and others "die" in each generation.

More formally, the life length of an individual is initialized when it is created as a natural number $l=l_{f}+r_{v}$, where $l_{f}$ is a fixed parameter and $r_{v}$ is a natural random number uniformly drawn from the $\left\{0,1, \ldots, l_{f}-1\right\}$ set.

In each generation, $l$ is decremented until it reaches 0 , and then the individual is removed from the population.

A mechanism similar to elitism is also used. It has the goal of saving the best individual from a generation to the next, so as the best solution is never lost. In the RELIVE algorithm, the life length of the best chromosome $c_{\text {best }}$ in a generation is set to $l\left(c_{\text {best }}\right) \leftarrow \max \left(l\left(c_{\text {best }}\right), l_{f}\right)$.

In Ref. 20, an additional post-child-generation procedure was considered, where the fitness values of the child, its mother and its father are compared and the best of the three chromosomes are added to the next generation. This was shown to improve the algorithm performance.

In this approach, this is no longer necessary because the mother and the father may survive anyway into the next generation because of their life spans. Thus, the child is directly inserted into the population.

The proposed algorithm also uses a new method to introduce new genetic information into the population. Let $s_{0}$ be the initial size of the population. In each generation, a number $f \cdot s_{0}$ of new, randomly generated chromosomes are inserted
into the population, where $f \in(0,1)$. The life span $l_{f}^{\prime}$ of these individuals is initialized in a similar way, but with a slightly smaller value than $l_{f}$.

As mentioned above, in each generation, an individual performs a hill climbing procedure in order to improve its fitness. Hill climbing is achieved using only a mutation operator to generate $n_{n}$ potential solution in the neighborhood of the current one. If a potential solution has a better fitness than the current one, the former becomes the current solution and the process is repeated for $n_{i}$ iterations.

To generate a neighbor solution, three types of mutation are used with different probabilities as follows:
(1) Gaussian mutation: the new chromosome is generated by changing the value of a gene to a new one using a normal distribution with the mean in the current solution and a user-chosen standard deviation $\sigma$. Since the problems have multiple dimensions, the new values are generated independently for each dimension using a univariate Gaussian distribution;
(2) Resetting mutation: the new chromosome is generated by changing the value of a gene to a randomly generated one using a uniform distribution from the allowed domain of the gene $\left[1, k_{\max }\right]$;
(3) Pairwise mutation: in the new chromosome, two genes $g_{1}$ and $g_{2}$ are randomly selected using a uniform distribution, such as $g_{1} \geq 2$ and $g_{2}<k_{\max }$. Then, the values for these genes change by exchanging one unit: $\left(g_{1}^{\prime}, g_{2}^{\prime}\right) \leftarrow\left(g_{1}-1, g_{2}+1\right)$, i.e. the number of components decreases in one subsystem and increases in the other one. This type of mutation is inspired from the pairwise hill climbing idea, but simplified; it proved to be crucial for the success of the new evolutionary algorithm.

Let us call the probabilities for using these types of mutation $p_{\mathrm{mg}}, p_{\mathrm{mr}}$ and $p_{\mathrm{mp}}$, respectively, with $p_{\mathrm{mp}}=1-\left(p_{\mathrm{mg}}-p_{\mathrm{mr}}\right)$. It must be mentioned that these probabilities are only used to choose the type of mutation. The Gaussian and the resetting mutations also use a mutation probability $p_{m}$ with the same meaning as in a standard evolutionary algorithm, i.e. the probability of actually changing a specific gene in the chromosome.

Since the problem has a constraint (Eq. (2)), there must be a way to enforce it in the evolutionary algorithm. Previous experiments showed that adding a penalty to the fitness function of the chromosomes that do not satisfy the constraint has a negative impact on the quality of the solution because, in the beginning, very few or no individuals may satisfy the cost constraint and this often leads to no solution at all, or to very poor solutions. Therefore, a repairing method was considered for the chromosomes that violate the cost constraint. In Ref. 20, the repairing procedure for a chromosome was to randomly remove one redundant component at a time until the remaining components satisfied the constraint. Each subsystem must have at least one component, so only redundant components may be removed.

In this work, we also optimized the repairing method. The components to be removed are no longer selected randomly. Instead, the subsystem with the highest
component cost and the number of components greater than one is chosen. An alternative method was also tried, i.e. choosing the subsystem with the highest reliability. However, the computational cost of finding such a system for each unfeasible chromosome proved to be too high for practical purposes. The cost-based repairing method is fast and it was empirically found to work better than the random choice.

## 7. Experimental Results

In this section, some numerical results of the previously described methods are presented. To compare the optimization methods, two experimental studies were performed. In the first study, only the active redundancy allocation is considered, and in the second one, a mixed redundancy strategy is considered, to increase the system reliability. More precisely, some subsystems use active redundancy, other ones use cold standby redundancy, and the rest use a warm-cold standby redundancy as presented in Sec. 3. For both studies, a system composed of 50 subsystems $(n=50)$ is considered, and two problems are solved. For the first problem, the values for reliability and cost ( $r_{i}$ and $c_{i}$ ) are randomly generated (initial input values), whereas, for the second one, for some components the values are chosen in such a way as to make the optimization more difficult (stressed input values).

### 7.1. Experiment I. Active redundancy allocation

We first consider this particular (rather hypothetical) case for which an analytical approach based on Lagrange multipliers is available, as presented in Sec. 4. This analytical method gives an approximate solution because the real values are converted to integer values. Consequently, this approximate solution is further improved by applying another method of refining the search process, the PHC algorithm, resulting in a hybrid method: Analytical + PHC. The results of the analytical method are a very good starting point for the PHC, because the component allocation is likely less than the optimal one and a procedure based on the hill climbing idea can easily add new components and thus improve the objective function.

Table 1 presents the initial values for randomly generated reliability and cost (Problem 1), and then the stressed input values, in which for some components, with a very similar reliability, highlighted in italic font, the cost is much different (Problem 2).

The best solutions found by the considered methods for these two problems are presented in Tables 2 and 3, respectively. We include below the parameter values used in the experiments, organized by algorithm:
(1) Pairwise Hill Climbing (PHC): $t l_{\max }=20$ and $n s_{\max }=1000$;
(2) Global search in the evolutionary algorithm: $k_{\max }=15, s_{0}=30$ (this is the initial population size; throughout the evolution the population size is variable, about 190-200), $n_{\text {gen }}=500$ (although in our experiments, the algorithm usually reached the final value after 200-300 generations), $f=0.25, l_{f}=4$ and $l_{f}^{\prime}=3$;

Table 1. The optimization problems considered for Experiment I. Active redundancy allocation.

| Problem | Component reliability and cost $\left(r_{i}, c_{i}\right)$ pairs | $C *$ |  |
| :--- | :---: | :---: | :---: |
| Problem 1: initial | $(0.974,8),(0.601,32),(0.928,44),(0.981,14),(0.961,25),(0.979,17)$, | 4000 |  |
| input values | $(0.972,26),(0.975,21),(0.978,49),(0.770,13),(0.931,21),(0.975,7)$, |  |  |
|  | $(0.873,47),(0.995,28),(0.999,2),(0.906,44),(0.999,4),(0.999,42)$, |  |  |
|  | $(0.995,42),(0.581,45),(0.890,22),(0.644,2),(0.990,15),(0.557,5)$, |  |  |
|  | $(0.971,25),(0.971,31),(0.936,44),(0.972,6),(0.978,20),(0.976,23)$, |  |  |
|  | $(0.972,18),(0.964,17),(0.728,28),(0.677,34),(0.954,4),(0.820,26)$, |  |  |
|  | $(0.995,23),(0.634,45),(0.943,49),(0.872,48),(0.979,20),(0.842,8)$, |  |  |
| Problem 2: stres- | $(0.999,10),(0.975,29),(0.830,50),(0.990,22),(0.988,44),(0.842,26)$, |  |  |
| sed input | $(0.756,42),(0.986,7),(0.601,32),(0.928,44),(0.981,14),(0.961,25),(0.979,17)$, | 4000 |  |
| values | $(0.972,46),(0.975,41),(0.978,49),(0.770,13),(0.931,21),(0.975,7)$, |  |  |
|  | $(0.873,47),(0.995,28),(0.999,2),(0.906,44),(0.999,4),(0.999,42)$, |  |  |
|  | $(0.995,42),(0.557,45),(0.890,22),(0.644,2),(0.990,15),(0.581,5)$, |  |  |
|  | $(0.971,45),(0.971,31),(0.936,44),(0.972,6),(0.978,20),(0.976,23)$, |  |  |
|  | $(0.972,8),(0.964,17),(0.728,8),(0.677,44),(0.954,4),(0.820,26)$, |  |  |
|  | $(0.995,23),(0.634,45),(0.943,49),(0.873,10),(0.979,20),(0.842,50)$, |  |  |
|  | $(0.999,10),(0.975,29),(0.830,50),(0.990,22),(0.988,44),(0.842,8)$, |  |  |

Table 2. The best solutions found by the considered methods: Experiment I, Problem 1.

| Method | Optimal allocation: $k_{1}, k_{2}, \ldots, k_{n}$ | $C_{\mathrm{rs}}$ | $R_{\mathrm{sr}}$ | Efficiency |
| :--- | :---: | :---: | :---: | :---: |
| Hybrid (Analytical | $3,7,3,2,2,2,2,2,2,5,3,3,3,2,2,3,2,1,2,7,3,9$, | 4000 | 0.9629 | 26.89 |
| + PHC) | $2,10,2,2,3,3,2,2,2,3,5,6,3,4,2,6,2,3,2,4$, |  |  |  |
|  | $2,2,4,2,2,4,4,2$ |  |  |  |
| RELIVE | $3,7,3,2,2,2,2,2,2,5,3,3,3,2,2,3,2,1,2,7,3,9$, | 4000 | 0.9629 | 26.89 |
|  | $2,10,2,2,3,3,2,2,2,3,5,6,3,4,2,6,2,3,2,4$, |  |  |  |
|  | $2,2,4,2,2,4,4,2$ |  |  |  |
| Standard EA | $3,6,2,3,2,2,2,2,2,4,4,2,4,2,3,3,3,1,2,6,3,7$, | 4000 | 0.9410 | 16.91 |
|  | $3,10,2,2,3,5,2,2,2,4,5,5,3,5,1,5,3,4,2,8$, |  |  |  |
|  | $2,3,3,2,2,3,4,3$ |  |  |  |

Table 3. The best solutions found by the considered methods: Experiment I, Problem 2.

| Method | Optimal allocation: $k_{1}, k_{2}, \ldots, k_{n}$ | $C_{\mathrm{rs}}$ | $R_{\mathrm{sr}}$ | Efficiency |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Hybrid (Analytical | $3,7,3,2,2,2,2,2,2,5,3,3,3,2,2,3,2,1,2,7,3,8$, | 4000 | 0.9617 | 26.01 |
| + PHC) | $2,9,2,2,3,3,2,2,3,2,6,5,3,4,2,6,2,4,2,4$, |  |  |  |
|  | $2,2,4,2,2,4,4,2$ |  |  |  |
| RELIVE | $3,7,3,2,2,2,2,2,2,5,3,3,3,2,2,3,2,1,2,7,3,8$, | 4000 | 0.9617 | 26.01 |
|  | $2,9,2,2,3,3,2,2,3,2,6,5,3,4,2,6,2,4,2,4$, |  |  |  |
| Standard EA | $2,2,4,2,2,4,4,2$ |  |  |  |
|  | $3,6,2,2,2,2,2,2,3,4,3,3,3,2,11,3,6,1,2,6,5$, | 3991 | 0.9331 | 14.90 |
|  | $12,2,15,2,2,2,5,2,2,3,4,10,4,5,4,2,5,3,3$, |  |  |  |

(3) Local search in the evolutionary algorithm: $n_{n}=20, n_{i}=20, \sigma=2, p_{\mathrm{mg}}=0.25$, $p_{\mathrm{mr}}=0.25, p_{\mathrm{mp}}=0.5$ and $p_{m}=0.2$.

The settings of the standard evolutionary algorithm are similar to those used for the global search in RELIVE, but with 50 chromosomes in the population and 1000 generations as a stopping criterion. For all the evolutionary approaches, the best result out of 10 runs is presented.

Beside the actual reliability value of the redundant system $R_{\mathrm{rs}}$, we included an additional, more intuitive measure of the results, namely the redundancy efficiency defined as follows:

$$
\begin{equation*}
\mathrm{Ef}=\frac{1-R_{\mathrm{ns}}}{1-R_{\mathrm{rs}}} \tag{38}
\end{equation*}
$$

The efficiency shows how many times the risk of a failure decreases for the redundant system, compared to the baseline, non-redundant one.

The experimental results for the two problems presented in Tables 2 and 3, respectively, show that proposed method (RELIVE) gives the same solution as the hybrid method (Analytical + PHC), which is a reference for this particular case in which only the active redundancy allocation is used. On the other hand, the standard EA is not able to reach an optimal solution, neither for Problem 1 nor for Problem 2.

### 7.2. Experiment II. Mixed redundancy strategy

In this experiment, a mixed redundancy strategy is considered. More precisely, for some subsystems an active redundancy (denoted by symbol "■") is used, for other ones, a cold standby redundancy (denoted by symbol "*") is applied, and for the rest, a warm-cold standby redundancy (denoted by symbol " $\square$ ") is preferred, as presented in Sec. 3.

Table 4 presents the initial values for reliability, cost and type of redundancy randomly generated (Problem 1), and then with stressed input values (Problem 2).

The best solutions found by the considered methods for these two problems are presented in Tables 5 and 6 , respectively.

These experimental results confirm that the proposed method (RELIVE) offers better solutions than those provided by the standard EA. Thus, the innovative evolutionary algorithm that combines global and local search proves to be a good choice for these problems. Despite the overhead incurred by local search in each generation, it is faster and often converges to the optimal solutions.

As a qualitative verification, the reliability of the redundant system $\left(R_{\mathrm{sr}}\right)$ is better when a mixed redundancy strategy is applied than when only the active redundancy allocation is used.

Table 4. The optimization problems considered for Experiment II. Mixed redundancy strategy.

| Problem | Component reliability, cost and type: $\left(r_{i}, c_{i}, t_{i}\right)$ tuples | $C *$ |
| :---: | :---: | :---: |
| Problem 1: initial input values | $\begin{aligned} & (0.974,8, \square),(0.601,32, \square),(0.928,44, \square),(0.981,14, \square),(0.961,25, \square), \\ & (0.979,17, \square),(0.972,26, \square),(0.975,21, \square),(0.978,49, \square),(0.770,13, *), \\ & (0.931,21, *),(0.975,7, \square),(0.873,47, \square),(0.995,28, \square),(0.999,2, \square), \\ & (0.906,44, \square),(0.999,4, \square),(0.999,42, \square),(0.995,42, \square),(0.581,45, \square), \\ & (0.890,22, *),(0.644,2, \square),(0.990,15, \square),(0.557,5, \square),(0.971,25, \square), \\ & (0.971,31, \square),(0.936,44, *),(0.972,6, \square),(0.978,20, \square),(0.976,23, \square), \\ & (0.972,18, \square),(0.964,17, \square),(0.728,28, *),(0.677,34, *),(0.954,4, *), \\ & (0.820,26, \square),(0.995,23, \square),(0.634,45, \square),(0.943,49, *),(0.872,48, *), \\ & (0.979,20, \square),(0.842,8, \square),(0.999,10, *),(0.975,29, \square),(0.830,50, *), \\ & (0.990,22, \square),(0.988,44, \square),(0.842,26, *),\left(0.756,42,{ }^{*}\right),(0.986,7, \square) \end{aligned}$ | 4000 |
| Problem 2: stressed input values | $\begin{aligned} & (0.974,8, \square),(0.601,32, \square),(0.928,44, \square),(0.981,14, \square),(0.961,25, \square), \\ & (0.979,17, \square),(0.972,46, \square),(0.975,41, \square),(0.978,49, \square),(0.770,13, *), \\ & (0.931,21, *),(0.975,7, \square),(0.873,47, \square),(0.995,28, \square),(0.999,2, \square), \\ & (0.906,44, \square),(0.999,4, \square),(0.999,42, \square),(0.995,42, \square),(0.557,45, \square), \\ & (0.890,22, *),(0.644,2, \square),(0.990,15, \square),(0.581,5, \square),(0.971,45, \square), \\ & (0.971,31, \square),(0.936,44, *),(0.972,6, \square),(0.978,20, \square),(0.976,23, \square), \\ & (0.972,8, \square),(0.964,17, \square),(0.728,8, *),((0.677,44, *),(0.954,4, *), \\ & (0.820,26, \square),(0.995,23, \square),(0.634,45, \square),(0.943,49, *),(0.873,10, *), \\ & (0.979,20, \square),(0.842,50 \square),(0.999,10, *),(0.975,29, \square),(0.830,50, *), \\ & (0.990,22, \square),(0.988,44, \square),(0.842,8, *),(0.756,42, *),(0.986,7, \square) \end{aligned}$ | 4000 |

Table 5. The best solutions found by the considered methods: Experiment II, Problem 1.

| Method | Optimal allocation: $k_{1}, k_{2}, \ldots, k_{n}$ | $C_{\mathrm{rs}}$ | $R_{\mathrm{sr}}$ | Efficiency |
| :--- | :---: | :---: | :---: | :---: |
| RELIVE | $3,8,3,2,3,2,2,2,2,4,3,3,4,2,2,3,2,1,2,7,3,10,2$, | 4000 | 0.9837 | 61.07 |
|  | $10,2,2,3,3,2,2,2,3,4,4,3,5,2,7,2,3,2,5,2,2,3$, |  |  |  |
| Standard EA | $2,7,3,4,2$ |  |  |  |
|  | $11,2,3,3,2,2,2,4,3,3,3,2,1,3,3,1,2,6,4,10,4$, | 3997 | 0.9737 | 37.92 |
|  | $2,2,4,3,2$ |  |  |  |

Table 6. The best solutions found by the considered methods: Experiment II, Problem 2.

| Method | Optimal allocation: $k_{1}, k_{2}, \ldots, k_{n}$ | $C_{\mathrm{rs}}$ | $R_{\mathrm{sr}}$ | Efficiency |
| :--- | :---: | :---: | :---: | :---: |
| RELIVE | $2,7,3,2,3,2,2,2,2,4,3,3,4,2,2,3,2,1,2,8,3,9,2,10,2,2,3,4000$ | 0.9815 | 53.77 |  |
| Standard EA | $3,7,2,2,3,3,4,4,3,4,2,6,2,3,2,4,2,2,3,2,2,4,4,2$ |  |  |  |
| $2,3,3,3,4,2,2,3,1,1,1,7,3,13,2,13,2,2,3996$ |  |  |  | 0.9645 |

## 8. Conclusions

In this paper, some optimization methods were presented for the problem of maximizing the reliability of a redundant system, with a series-redundant reliability model, in the presence of cost-related constraints. For the redundant system, a mixed
redundancy strategy is considered: with active spares, cold standby spares or warmcold standby spares. Beside an analytical solution based on Lagrange multipliers, other general techniques were applied: an original algorithm, PHC, based on the hill climbing idea, but using swaps and a priority queue in addition to the incremental greedy improvements, in order to fine-tune the approximate solutions found by the analytical model and an innovative evolutionary algorithm, RELIVE, that combines global search, in the same manner as a classic EA, and local search, in the form of an original hill climbing process used to gradually improve the fitness of an individual as it can survive for a specified number of generations.
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#### Abstract

A memory fault model regarding the unlinked static three-cell coupling faults in $n \times 1$ random-access memories is discussed. This model is an extension of the wellknown model of unlinked static two-cell coupling faults. Because this model of three-cell coupling is limited to the physically neighbouring memory cells, it can also be considered a neighbourhood pattern-sensitive model. An efficient march test algorithm able to cover this reduced model of three-cell coupling is presented in this letter.


## 1. Introduction

The fault model of unlinked static three-cell coupling faults in $n \times 1$ random-access memories as presented in Ref. [1] is discussed.

Based on the model of all static simple two-cell coupling faults presented in Ref. [2], a fault primitive (FP) based-model of three-cell coupling is defined in Ref. [1]. A set of 72 FPs completely covers this model of three-cell coupling faults.

It is said that two or more FPs are not linked when they do not influence each other. According to the fault classification presented in Refs. $[2,3]$, the class of 'static faults' refers to those faults which are sensitized by performing at most one operation in the memory, whereas the class of 'dynamic faults' refers to those faults which can be sensitized by performing more than one operation sequentially. As in Ref. [1], we only address the class of static coupling faults.

The first test algorithm dedicated to a model of three-cell coupling is proposed by Nair, Thatte and Abraham [4]. Other two more efficient test algorithms are given by Cockburn (S3CTEST and S3CTEST2) [5]. Because the authors assume that the coupling cells can be anywhere in the memory, all these test algorithms are quite long. For example, the test algorithm S3CTEST needs $5 n \log _{2} n+22.5 n$ operations. To reduce the length of the tests, Caşcaval and Bennett [6] have limited to the more realistic case where only the physically neighbouring memory cells may form a three-cell coupling. For this model, they proposed a march memory test algorithm (MT) with a length of $38 n$. An improved algorithm dedicated to this model (MT-R3CF) with a length of $30 n$ is given by Caşcaval, Bennett and Huţanu [7]. Both test algorithms, MT and MT-R3CF, assume that a memory fault can be sensitized only by a
transition write operation into a cell. In Ref. [1], the model of three-cell coupling is extended by considering other classes of faults, such as the faults sensitized by a non-transition write or a read operation, namely: disturb coupling, read destructive coupling, deceptive read destructive coupling or incorrect read, as defined in Ref. [2] and in other works. This is the model we consider in this work.

As in Refs. [1,6,7], the authors restricted their study to the case where only the physically neighbouring memory cells may be affected by a three-cell coupling fault. As in Ref. [1], six coupling patterns of three physically neighbouring cells (denoted by $\mathrm{CP}_{1}, \mathrm{CP}_{2}, \ldots, \mathrm{CP}_{6}$ ) are considered in this work, as presented in Fig. 1.

This model is known as 'reduced three-cell coupling'. For a better comparison, all the preliminary considerations presented in Ref. [1] are also accepted in this work. Note that the model we discuss can also be viewed as a neighbourhood pattern-sensitive fault model (NPSF). Nevertheless, in this model, any cell in the group may be a victim cell of the other two aggressor cells, not just the central cell, as it is usually considered in the NPSF model. As in any work dedicated to NPSFs, we assume that the scramble map is completely known, so we can run the test using this physical address information. Naturally, in the memory under testing, one or more groups of coupled cells may exist. As in Ref. [1-7], we assume that the groups of coupled cells are disjoint.

For this model, the test algorithm March SR3C with a length of $66 n$ operations is proposed in Ref. [1]. In this letter, we present a more efficient march test (MT-SR3C) with only 54n operations able to cover this model of unlinked static three-cell coupling faults.

Notation: The following notations are used to describe a memory test algorithm:

[^1]

Fig. 1. Coupling patterns of three physically neighbouring cells denoted by $\mathbf{i}, \mathrm{j}$, and k .
r - a read operation from a memory cell; when the expected value is explicitly indicated, the operation is denoted by r0 or r1 as the case; w0 (w1) - a write 0 (1) operation into a cell;
0w1 (1w0) - an up (down) transition write operation;
0w0, 1w1 - non-transition write operations;
$\mathrm{w}_{\mathrm{t}}-\mathrm{a}$ transition write operation into a cell when the transition type is not explicitly indicated (i.e., 0w1 or 1 w 0 as appropriate);
$\mathrm{w}_{\mathrm{nt}}$ - a non-transition write operation into a cell when the logical value of operation is not indicated (i.e., 0 w 0 or 1 w 1 as appropriate).

The memory test March MT-SR3C: To detect the faults of this model of three-cell coupling we propose the march test algorithm presented in Fig. 2, where $\mathrm{BGC}_{1}, \mathrm{BGC}_{2}, \mathrm{BGC}_{3}$ and $\mathrm{BGC}_{4}$ are test sequences for memory checking and background change.

The sequence $\mathrm{BGC}_{1}$ fills the odd columns in the memory with 0 and the even ones with 1 , and $\mathrm{BGC}_{3}$ does it the other way around, whereas $\mathrm{BGC}_{2}$ and $\mathrm{BGC}_{4}$ perform a checkerboard data background and its complement, respectively. The four patterns used for data background changes denoted by $\mathrm{BP}_{1}, \mathrm{BP}_{2}, \mathrm{BP}_{3}$, and $\mathrm{BP}_{4}$ are presented in Fig. 3.

The fourteen test sequences that compose this march algorithm are identified with the superscript $(x)$, where $x \in\{0,1, \ldots, 13\}$. In the second part of the test, composed of the sequences (5)-(12), before a march element is applied, the memory data background is changed with a different pattern. As a remark, this technique allows to apply march tests even for NPSFs (see, for example [8,9]). An excellent overview on this topic is presented in Ref. [10]. One can observe in Fig. 2 that any data background change affects half of the $n$ cells. Because each write operation for changing the state of a memory cell is preceded by a read operation (to check the cell state), during a test sequence $\mathrm{BGC}_{i}, i \in\{1,2,3$, $4\}, n$ operations are carried out: $n / 2$ read operations and $n / 2$ write operations. Thus, the memory test MT-SR3C has a length of

$$
\begin{aligned}
& \left\{\Uparrow(w 0)^{(0)} ;\right. \\
& \Uparrow(\mathrm{rO}, 0 \mathrm{w} 1,1 \mathrm{w} 1, \mathrm{r} 1)^{(1)} ; \Uparrow(\mathrm{r} 1,1 w 0,0 \mathrm{w} 0, \mathrm{rO})^{(2)} ; \\
& \Downarrow(\mathrm{rO}, 0 \mathrm{w} 1,1 \mathrm{w} 1, \mathrm{r} 1)^{(3)} ; \Downarrow(\mathrm{r} 1,1 w 0,0 \mathrm{w} 0, \mathrm{rO})^{(4)} ; \\
& \mathrm{BGC}_{1}^{(5)} ; \Uparrow\left(\mathrm{r}, \mathrm{w}_{\mathrm{t}}, \mathrm{w}_{\mathrm{n}}, \mathrm{r}, \mathrm{r}, \mathrm{w}_{\mathrm{t}}, \mathrm{w}_{\mathrm{nt}}, \mathrm{r}\right)^{(6)} ; \\
& \mathrm{BGC}_{2}^{(7)} ; \Uparrow\left(\mathrm{r}, \mathrm{w}_{\mathrm{t}}, \mathrm{w}_{\mathrm{n}}, \mathrm{r}, \mathrm{r}, \mathrm{w}_{\mathrm{t}}, \mathrm{w}_{\mathrm{nt}}, \mathrm{r}\right)^{(8)} ; \\
& \mathrm{BGC}_{3}^{(9)} ; \Uparrow\left(\mathrm{r}, \mathrm{w}_{\mathrm{t}}, \mathrm{w}_{\mathrm{n} t}, \mathrm{r}, \mathrm{r}, \mathrm{w}_{\mathrm{t}}, \mathrm{w}_{\mathrm{nt}}, \mathrm{r}\right)^{(10)} ; \\
& \mathrm{BGC}_{4}^{(11)} ; \Uparrow\left(\mathrm{r}, \mathrm{w}_{\mathrm{t}}, \mathrm{w}_{\mathrm{nt}}, \mathrm{r}, \mathrm{r}, \mathrm{w}_{\mathrm{t}}, \mathrm{w}_{\mathrm{n} t}, \mathrm{r}\right)^{(12)} ; \\
& \left.\Uparrow(\mathrm{rO})^{(13)}\right\}
\end{aligned}
$$

Fig. 2. Memory test algorithm MT-SR3C.

$\mathrm{BP}_{1}$

$\mathrm{BP}_{2}$

$\mathrm{BP}_{3}$

$\mathrm{BP}_{4}$

Fig. 3. Patterns used for data background changes $\left(\mathrm{BP}_{1}, \mathrm{BP}_{3}\right.$ - column stripe; $\mathrm{BP}_{2}, \mathrm{BP}_{4}$ - checkerboard).

Table 1
The expected value at a read operation during data background changes.

| BGC $_{1}$ | BGC $_{2}$ | BGC $_{3}$ | BGC $_{4}$ |
| :--- | :--- | :--- | :--- |
| $\mathrm{~A}_{\mathrm{c}}[0]$ | $\mathrm{A}_{\mathrm{c}}[0] \oplus \mathrm{A}_{\mathrm{r}}[0]$ | $\overline{\mathrm{A}_{\mathrm{c}}[0]}$ | $\overline{\mathrm{A}_{\mathrm{c}}[0] \oplus \mathrm{A}_{\mathrm{r}}[0]}$ |

$n+4 \times 4 \times n+4 \times(1+8) \times n+n=54 n$ operations.
These four patterns $\left(\mathrm{BP}_{i}, i \in\{1,2,3,4\}\right)$ allow easy implementation of the sequences for data background changes. Specifically, during the execution of a test sequence $\mathrm{BGC}_{i}, i \in\{1,2,3,4\}$, the memory cells which must be changed are selected based on the LSB of the column address ( $\mathrm{A}_{\mathrm{c}}[0]$ ) and on the LSB of the row address ( $\mathrm{A}_{\mathrm{r}}[0]$ ). Also, the expected value at a read operation which precedes the transition write for changing the state of the cell is determined based on $\mathrm{A}_{c}[0]$ and $\mathrm{A}_{\mathrm{r}}[0]$, as presented in Table 1.

Regarding the march elements (6), (8), (10), and (12), the expected value of a read operation ( r ) and the value used for a write operation $\left(\mathrm{w}_{\mathrm{t}}\right.$ or $w_{n t}$ ) are also determined on the basis of $A_{c}[0]$ and $\mathrm{A}_{r}[0]$.

Theorem. The march test algorithm MT-SR3C is able to detect all unlinked static faults of reduced three-cell coupling.

Proof. To detect a fault in the memory under testing we need to be able to sensitize the fault by a suitable memory operation, and then to observe the changed value of the cell affected by the fault. It is well-known that if a memory test covers all the FPs that define a fault model, it also covers all unlinked faults of this model. In other words, the set of unlinked faults dominates the set of FPs. Consequently, we can limit the proof to the set of FPs that define the model of reduced three-cell coupling. Consider an arbitrary group G of three neighbouring memory cells that matches to one of the six coupling patterns presented in Fig. 1. Taking into consideration the order in which these cells are accessed during the memory testing, we refer to the cells in group G by i, j and k as illustrated in Fig. 1. As follows, we show that the test algorithm MT-SR3C is able to sensitize and observe any FP that may affect a cell in the group of coupled cells $\mathrm{G}=\{\mathrm{i}, \mathrm{j}, \mathrm{k}\}$.

## 2. MT-SR3C sensitizes any FP in group G of coupled cells

We have to show that during the memory testing, MT-SR3C is able to perform all possible operations in the group of cells $G=\{i, j, k\}$. In other words, we have to show that, during the memory testing, MT-SR3C is able to entirely cover the graph of states that describes the normal operation of these cells. The Proof consists of two stages: in the first stage we focus on the transition write operations, and in the second one, on the read and the non-transition write operations.

Stage 1. Transition writes: A transition write operation changes the state of the memory cell. Such an operation is highlighted in boldface in


Fig. 4. The graph of states for a group of cells $G=\{i, j, k\}$ and the transitions carried out by the test MT-SR3C.
the test algorithm description (Fig. 2). With the first memory initialisation, any group of three cells is brought to the state $(0,0,0)$. By applying the march elements (1)-(4), the test MT-SR3C performs the transitions presented in Fig. 4a and highlighted with solid line in each group of cells $\mathrm{G}=\{\mathrm{i}, \mathrm{j}, \mathrm{k}\}$.

A more detailed analysis is necessary regarding the operations carried out by the other march elements (6), (8), (10), and (12). After a data background change, the state of a group $G$ depends both on the pattern used for memory initialisation and on the coupling pattern of this group of cells. Fig. 5 illustrates all possible cases.

Table 2 presents the initial states of a group of cells $G$ after data background changes, depending on the coupling pattern, as highlighted

$\mathrm{BP}_{1}$

$\mathrm{BP}_{2}$

$\mathrm{BP}_{3}$
a) Coupling pattern $\mathrm{CP}_{1}$

$\mathrm{BP}_{1}$

$$
\begin{array}{|l|l|l|l|}
\hline 0 & 1 & 0 & 1 \\
\hline 1 & 0 & 1 & 0 \\
\hline 0 & 1 & 0 & 1 \\
\hline 1 & 0 & 1 & 0 \\
\hline 0 & 1 & 0 & 1 \\
\hline
\end{array}
$$

$\mathrm{BP}_{2}$

$\mathrm{BP}_{3}$

$$
1+1
$$


$\mathrm{BP}_{4}$
b) Coupling pattern $\mathrm{CP}_{2}$

| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 1 | 0 | 1 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 0 | 1 | 0 | 1 |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |
| 0 | 1 | 0 | 1 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 0 | 1 | 0 | 1 |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |
| $\mathrm{BP}_{1}$ |  |  |  | $\mathrm{BP}_{2}$ |  |  |  | $\mathrm{BP}_{3}$ |  |  |  | $\mathrm{BP}_{4}$ |  |  |  |

c) Coupling pattern $\mathrm{CP}_{3}$

d) Coupling pattern $\mathrm{CP}_{4}$


Fig. 5. The initialisation of a group of cells by changing the memory data background.

Table 2
The initial states of a group of cells $\mathrm{G}=\{\mathrm{i}, \mathrm{j}, \mathrm{k}\}$ after data background changes.

| Coupling pattern | Background patterns |  |
| :--- | :--- | :--- |
|  | $\mathrm{BP}_{1}$ and $\mathrm{BP}_{3}$ | $\mathrm{BP}_{2}$ and $\mathrm{BP}_{4}$ |
| $\mathrm{CP}_{1}$ | $(0,1,0),(1,0,1)$ | $(0,1,1),(1,0,0)$ |
| $\mathrm{CP}_{2}$ | $(0,0,1),(1,1,0)$ | $(0,1,0),(1,0,1)$ |
| $\mathrm{CP}_{3}$ | $(0,1,0),(1,0,1)$ | $(0,0,1),(1,1,0)$ |
| $\mathrm{CP}_{4}$ | $(0,1,1),(1,0,0)$ | $(0,1,0),(1,0,1)$ |
| $\mathrm{CP}_{5}$ | $(0,1,0),(1,0,1)$ | $(0,1,0),(1,0,1)$ |
| $\mathrm{CP}_{6}$ | $(0,0,0),(1,1,1)$ | $(0,1,0),(1,0,1)$ |

in Fig. 5.
As shown in Table 2, any group of cells $\mathrm{G}=\{\mathrm{i}, \mathrm{j}, \mathrm{k}\}$ reaches the states $(0,1,0)$ and $(1,0,1)$ by two data background changes. As highlighted with solid lines in Fig. 4b, starting with one of the two states, by applying the march element $\Uparrow\left(r, w_{t}, w_{n t}, r, r, w_{t}, w_{n t}, r\right)$ three neighbouring nodes are reached, by going back and forth, and finally the group of cells is left in its initial state. Note that for two neighbouring nodes the states differ by a single bit, whereas for two non-neighbouring nodes, the states differ by at least two bits. We can conclude that, by applying the march elements (6), (8), (10), and (12), the test MT-SR3C assures execution of the transitions highlighted with solid lines in the graph in Fig. 4b in every group of cells, regardless of the coupling pattern. As highlighted in the two graphs, MTSR3C assures execution of all possible transition write operations in any group of cells $G=\{i, j, k\}$.

Stage 2. Reads and non-transition writes: One can observe in the test description that, after a new state has been reached by a transition write operation, MT-SR3C performs other two operations without leaving the current state: a non-transition write operation and a read operation. This means that, during the memory testing, all normal operations are carried out in any group of cells $G=\{i, j, k\}$. Therefore, the test MT-SR3C is able to sensitize any FP in a group G of coupled cells.

## 3. MT-SR3C observes any FP sensitized in group G of coupled cells

We have to show that the test MT-SR3C fulfils two conditions: (a) after a sensitizing operation into a cell, the test reads the cell to check its state, before a new transition write operation into the cell is allowed to happen, and (b) after one or more operations have been carried out on a cell in group G (a possible aggressor cell), the test reads the other two cells in group G (possible victim cells) to check if state is changed.

Looking at the test description, one can observe that the test MT-SR3C satisfies condition (a) because it carries out a read operation before any transition write operation. Regarding condition (b), note that without the first memory initialisation, any march element or any sequence for data background changing starts with a read operation. Taking also into account the final checking, we can conclude that condition (b) is also satisfied. In any case we can easily check that this assessment is true if we write down the operations carried out in the cells of group G during the memory testing. Therefore, MT-SR3C is able to detect any sensitized FP in a group $G$ of three coupled cells. This result has also been checked by means of a simulation study.

Remark 1. The test MT-SR3C is also able to cover the model of unlinked static two-cell coupling faults presented in Ref. [2]. Specifically, the first five march elements of this test completed with a final checking are sufficient for this two-cell coupling model. That implies a number of $18 n$ operations. Other march tests of the same length dedicated to the two-cell coupling model can be found in Ref. [11]. Note that the memory test March SS given by Hamdioui et al. [2] to cover this model has a length of $22 n$.

Remark 2. For the coupling patterns $\mathrm{CP}_{1}, \mathrm{CP}_{3}$, and $\mathrm{CP}_{5}$, the test sequences (7), (8), (11), and (12) are not necessary so that these sequences can be removed from the memory test algorithm. Likewise for the


Fig. 6. Memory test algorithm MT-SR3C-1.


Fig. 7. Memory test algorithm MT-SR3C-2.
coupling patterns $\mathrm{CP}_{2}, \mathrm{CP}_{4}$, and $\mathrm{CP}_{6}$, the test sequences (5), (6), (9), and (10) are not necessary. Consequently, for the subset of coupling patterns $\left\{\mathrm{CP}_{1}, \mathrm{CP}_{3}, \mathrm{CP}_{5}\right\}$, the test algorithm is composed of the sequences (0)-(6), (9), (10), and (13), whereas for the subset of coupling patterns $\left\{\mathrm{CP}_{2}, \mathrm{CP}_{4}\right.$, $\left.\mathrm{CP}_{6}\right\}$, the test algorithm is composed of the test sequences (0)-(4), (7), (8), (11)-(13). These reduced march memory tests, called MT-SR3C-1 and MT-SR3C-2, are explicitly presented in Fig. 6 and Fig. 7, respectively.

Note that to change the data background from $\mathrm{BP}_{1}$ to $\mathrm{BP}_{3}$ (by the sequence $\mathrm{BGC}_{3}$ in case of test MT-SR3C-1), or from $\mathrm{BP}_{2}$ to $\mathrm{BP}_{4}$ (by the sequence $\mathrm{BGC}_{4}$ in case of test MT-SR3C-2), the value of each memory cell must be changed. Both test sequences require $2 n$ operations. Thus, for
such a subset of coupling patterns, the memory test is reduced from $54 n$ to $n+4 \times 4 \times n+(1+8) \times n+(2+8) \times n+n=37 n$ operations. It is important to note that, except for the operations used to change the data background, in such a case, any arc in the graph of states is crossed only once during the memory testing (Fig. 4). That means that for such a subset of coupling patterns, MT-SR3C-1 and MT-SR3C-2 (of length 37n) are almost optimal memory tests.

## 4. Conclusion

Compared to the test March SR3C, the test MT-SR3C is more efficient, as it is $18.5 \%$ shorter. The main idea used in this work for devising a shorter test is that, between two consecutive write operations of a march element, a read operation is not necessary when the second write operation is a non-transition one.
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#### Abstract

This paper deals with the issue of reliability evaluation in complex networks, in which both link and node failures are considered, and proposes an approximate method based on the minimal paths between two specified nodes. The method requires an algorithm for transforming the set of minimal paths into a sum of disjoint products (SDP). To reduce the computation burden, in the first stage, only the links of the network are considered. Then, in the second stage, each term of the set of disjoint link-products is separately processed, taking into consideration the reliability values for both links and adjacent nodes. In this way, a reliability expression with a one-to-one correspondence to the set of disjoint products is obtained. This approximate method provides a very good accuracy and greatly reduces the computation for complex networks.


## 1. Introduction

The network reliability theory is extensively applied in many real-world systems that can be modeled as stochastic networks, such as communication networks, sensor networks, social networks, etc. A variety of tools are used for system modeling and computation of reliability or availability indices that describe in a certain way the ability of a network to carry out a desired operation. Most tools are based on algorithms described in terms of minimal path set or minimal cut set (see, for example, [1-8]). Unfortunately, the problem of computing the network reliability based on the set of the minimal paths or cuts is NP-hard [7, 9]. For this reason, in case of more complex networks, other techniques for approximate reliability evaluation are also applied, such as those based on network decomposition or on Monte Carlo simulations (see, for example, [10-16]).

In this work, we deal with the problem of evaluation of two-terminal reliability or availability indices in medium-to-large networks, based on SDP algorithms, in which both link and node failures are considered.

Many authors address this problem assuming that the nodes of the system are perfectly reliable (see, for example, [1, 4-6]). However, in a communication system, nodes also
have certain probability of failure so that the reliability evaluation assuming perfect nodes is not realistic.

The failure of a node inhibits the work of all links connected to it. Based on this concept, starting from the given network with unreliable nodes, reduced models with perfect nodes but with links having increased failure probabilities can be obtained. This method is simple, but not so accurate. Because the failure of a node inhibits the work of all adjacent links, the work of the links connected to it depends on the state of this common node. However, a reduced model is solved under the hypothesis according to which the failures that affect the network are independent. For this reason, the reliability estimation must be accepted with caution. Indeed, the estimation error of two-terminal network reliability could be unacceptable in many cases, especially when the failure probabilities of the nodes have high values.

To highlight this aspect, let us consider a simple network with unreliable nodes as presented in Figure 1(a). The reliability of the connection between nodes 1 and 4 has to be evaluated. These two terminal nodes are considered in series with the rest of the network. Three reduced models with perfect nodes and links having increased probabilities of failure are presented in Figures 1(b)-1(d). With dashed line, it is indicated that the failure of a node can be modeled by a cut

(a) Unreliable nodes

(c) Perfect
nodes-model 2

(b) Perfect
nodes-model 1

(d) Perfect
nodes-model 3

Figure 1: A simple network: (a) initial model; (b-d) reduced models.
of the links connected to it. Consequently, in case of a reduced model with perfect nodes, the reliability of the links in the network must be adjusted accordingly. It is easy to observe that other reduced models are also possible.

For the reduced models presented in Figure 1, Table 1 shows how the reliability of each link in the network is adjusted to capture the fact that the nodes of the given network are also unreliable.

For a numerical evaluation of these approximate models, let us consider a network with the following reliability values for the nodes and the links: $p_{1}=0.99, p_{2}=0.98, p_{3}=0.97$, $p_{4}=0.96, p_{a}=0.99, p_{b}=0.98, p_{c}=0.97, p_{d}=0.96$, and $p_{e}=$ 0.95 . The numerical results expressing the reliability estimation of the connection between nodes 1 and $4\left(R_{1-4}\right)$ are presented in Table 2.

These numerical results show that the reduced models with perfect nodes might be useful in a way, but the reliability estimation is not so accurate, even for this simple network.

A better solution that makes a link-based reliability evaluation algorithm adaptable to communication systems is given by Aggarwal et al. [2]. Thus, based on a SDP expression obtained with the assumption of perfect nodes, the node reliability values are taken into account in a specific mode for each term of the set of disjoint link-products. However, the authors do not completely address aspects of the influence of a node on the links connected to it, as it will be seen in Section 5. Moreover, the method is limited to the SDP expressions generated with a so-called "single variable inversion" (SVI) technique. But, for complex networks, "multiple variable inversion" (MVI) techniques are required $[1,4,14,16]$.

In this work, a new approximate method for twoterminal network reliability evaluation with a much better accuracy is proposed. The method is based on algorithms described in terms of minimal path set and covers both SVI and MVI expressions. Just like in [2], in the first stage, the method is focused only on the links of the network. For the any two given nodes, all the minimal paths are enumerated,

Table 1: Adjusted reliability values for the links in the network.

| Reduced <br> model | New reliability values |
| :--- | :---: |
| Model 1 | $p_{a}^{\prime}=p_{a} p_{2}, p_{b}^{\prime}=p_{b} p_{2}, p_{c}^{\prime}=p_{c} p_{3}, p_{d}^{\prime}=p_{d} p_{3}, p_{e}^{\prime}=p_{e} p_{2} p_{3}$ |
| Model 2 | $p_{a}^{\prime}=p_{a} p_{2}, p_{b}^{\prime}=p_{b}, p_{c}^{\prime}=p_{c} p_{3}, p_{d}^{\prime}=p_{d}, p_{e}^{\prime}=p_{e} p_{2} p_{3}$ |
| Model 3 | $p_{a}^{\prime}=p_{a}, p_{b}^{\prime}=p_{b} p_{2}, p_{c}^{\prime}=p_{c}, p_{d}^{\prime}=p_{d} p_{3}, p_{e}^{\prime}=p_{e} p_{2} p_{3}$ |

Table 2: Numerical results ( $R_{1-4}$ ).

| Exact result | Approximate results obtained <br> based on the reduced models |  |  |
| :--- | :---: | :---: | :---: |
|  | Model 1 | Model 2 | Model 3 |
|  | 0.9466 | 0.9477 | 0.9476 |

and then this set of minimal paths is transformed into a set of disjoint products. In the second stage, each term of the sum of disjoint products including state variables associated to the links is processed distinctly by considering both links and adjacent node reliability values.

This new approximate method reduces the computation time for large networks to a great extent, compared with an exact method. This reduction in computation time is explained by the fact that the node failures are taken into account only in the second stage when the computation process is simpler, belonging to the $O(n \times m)$ class of complexity, where $n$ is the number of disjoint link-products and $m$ is the number of the network components.

The rest of this paper is organized as follows. Section 2 introduces notations, assumptions, and a short nomenclature, while Section 3 presents general issues regarding the problem of network reliability evaluation. Section 4 provides a method for exact evaluation of two-terminal network reliability when both node and link failures are considered. Section 5, the most extensive one, presents a new approximate method that reduces the complexity of this problem in medium-to-large networks. Section 6 presents some obtained numerical results. The paper ends with some final remarks presented in Section 7.

## 2. Notations and Preliminary Considerations

### 2.1. Nomenclature

(a) Reliability: the two-terminal reliability of a stochastic network expresses the probability that there exists at least one path between any two specified nodes (let us say a source node and a target one) which operate successfully
(b) Connected nodes: two nodes which can communicate with each other are connected; otherwise, they are disconnected
(c) Minimal path: a minimal set of links and their adjacent nodes whose good operation ensures that two given nodes are connected. For a minimal path, any proper subset is no longer a path
(d) Uniproduct: Boolean product composed only of distinct uncomplemented variables
(e) Subproduct: part of a Boolean product that is a complemented or an uncomplemented uniproduct
(f) Mixproduct: product of one uncomplemented subproduct and one or more complemented subproducts
(g) Disjoint products: a set of products expressing mutually exclusive states

### 2.2. Notations

(a) $G(V, E)$ is a network model with node set $V=\left\{y_{1}\right.$, $\left.y_{2}, \ldots, y_{k}\right\}$ and link set $E=\left\{x_{1}, x_{2}, \ldots, x_{m}\right\}$
(b) $s, t \in V, s \neq t$, are the source and target nodes
(c) $p_{x}$ is the reliability of node $x \in V$ or link $x \in E$, and $q_{x}=1-p_{x}$
(d) $R_{s-t}$ is the two-terminal reliability of network $G(V, E)$ with $s$ and $t$ the source and target nodes ( $s-t$ network reliability)
(e) $P(A)$ denotes the probability of the event $A$

### 2.3. Assumptions

(a) Each component in the network (i.e., node or link) is either operational or failed, so a logical variable is used to indicate its state. The same notations $y_{1}, y_{2}, \ldots, y_{k}$ and $x_{1}, x_{2}, \ldots, x_{m}$ are used to denote these logical variables
(b) The events of failure that affect the nodes or the links in network are stochastically independent

## 3. Considerations on Network Reliability Evaluation

Consider $G(V, E)$ the network under study and $s, t \in V, s \neq t$, the source and target nodes. For this model, consider the minimal path set MPS $=\left\{P_{1}, P_{2}, \ldots, P_{n p}\right\}$. Note that a minimal path $P_{i} \in$ MPS is expressed by a product of distinct logical variables associated with some links or nodes of the network, and the reliability of this path is given by

$$
\begin{equation*}
P\left(P_{i}\right)=\prod_{c \in P_{i}} p_{c} . \tag{1}
\end{equation*}
$$

Starting from this minimal path set, a structure function $S=\bigcup_{i=1}^{n p} P_{i}$ is defined, and the two-terminal network reliability of this model is calculated by

$$
\begin{equation*}
R_{s-t}=P(S)=P\left(\bigcup_{i=1}^{n p} P_{i}\right) . \tag{2}
\end{equation*}
$$

Efficient methods for enumerating all minimal paths are presented in $[14,17,18]$. To compute the network reliability
$R_{s-t}$ based on (2), the well-known rule of sum of disjoint products is recommended:

$$
\begin{align*}
P\left(\bigcup_{i=1}^{n} A_{i}\right)= & P\left(A_{1}\right)+P\left(\bar{A}_{1} \cap A_{2}\right)+P\left(\bar{A}_{1} \cap \bar{A}_{2} \cap A_{3}\right)  \tag{3}\\
& +\cdots+P\left(\bar{A}_{1} \cap \bar{A}_{2} \cap \cdots \cap \bar{A}_{n-1} \cap A_{n}\right) .
\end{align*}
$$

For this purpose, the structure function $S$ is transformed into an equivalent form $S^{\prime}$, composed only of disjoint products (DP), so that the two-terminal network reliability $R_{s-t}$ is given by

$$
\begin{equation*}
R_{s-t}=P\left(S^{\prime}\right)=\bigcup_{j} \mathrm{DP}_{j}=\sum_{j} P\left(\mathrm{DP}_{j}\right) \tag{4}
\end{equation*}
$$

Observe that (4) is easy to compute, so that the problem of computing the two-terminal network reliability essentially boils down to generating a new set of disjoint products starting from the set MPS of minimal paths. Unfortunately, this task falls in the NP-hard category.

The first computerized SDP algorithm was proposed by Aggarwal et al. [3], but one of the best known SDP algorithms for transforming the structure function to a sum of disjoint products is given by Abraham [4].

If $P$ and $Q$ are two undisjoint products, and $x_{1}, x_{2}, \ldots$, $x_{s} \in P \backslash Q$, according to Abraham's theorem, the following logical expression can be written as follows:

$$
\begin{equation*}
P+Q=P+\bar{x}_{1} Q+x_{1} \bar{x}_{2} Q+x_{1} x_{2} \bar{x}_{3} Q+\cdots+x_{1} x_{2} \cdots x_{s-1} \bar{x}_{s} Q \tag{5}
\end{equation*}
$$

Note that, to ensure that two products are disjoint, only a single complemented variable is added with each new term. Abraham's algorithm is a reference for the socalled SVI algorithms. Two improved SVI algorithms are presented in [19, 20].

To reduce the computation time, other approaches based on the so-called MVI technique have been devised (see, for example, [5, 6, 21-23]).

When an MVI technique is applied, a product may contain distinct logical variables (complemented or not) but also one or more complemented subproducts. For instance, take seven variables representing a network state where links 2 and 4 are not both operational, link 6 is operational, link 7 is in the failed state, and links 1,3 , and 5 are in a do-notcare state. In an MVI approach, this network state is represented by the Boolean expression $\overline{x_{2} x_{4}} x_{6} \overline{x_{7}}$, whereas in an SVI approach, by the expression $\overline{x_{2}} x_{6} \overline{x_{7}}+x_{2} \overline{x_{4}} x_{6} \overline{x_{7}}$, so that the advantage of the MVI approach is obvious.

An excellent survey on MVI techniques can be found in [16]. A new MVI technique, called NMVI, is proposed by Caşcaval and Floria in [1].

According to the NMVI method, in order to expand a product $Q$ in relation to a given uniproduct $P$, so that any new generated product to be disjoint with $P$, the following two MVI rules are applied.

Rule 1. Type I expansion
If $x_{1}, x_{2}, \ldots, x_{s} \in P \backslash Q$, the following equation can be written as follows:

$$
\begin{equation*}
P+Q=P+x_{1} x_{2} \cdots x_{s} Q+\bar{x}_{1} x_{2} \cdots x_{s} Q . \tag{6}
\end{equation*}
$$

When $P$ and $Q$ are both uniproducts, for the new term $x_{1} x_{2}$ $\cdots x_{s} Q$, the absorption law is applicable, so that a reduced logical expression with two disjoint products is obtained:

$$
\begin{equation*}
P+Q=P+{\overline{x_{1}} x_{2} \cdots x_{s}}_{s} Q \tag{7}
\end{equation*}
$$

Rule 2. Type II expansion
Consider $P=x_{1} x_{2} \cdots x_{i} R_{1}$, and $Q=\overline{x_{1} x_{2} \cdots x_{i} x_{i+1} \cdots x_{s}} R_{2}$. By applying the Boolean rule $\overline{x y}=\bar{x}+x \bar{y}$, the following logical expression results are as follows:

$$
\begin{align*}
P+Q & =P+\overline{x_{1} x_{2} \cdots x_{i} x_{i+1} \cdots x_{s}} R_{2}  \tag{8}\\
& =P+\overline{x_{1} x_{2} \cdots x_{i}} R_{2}+x_{1} x_{2} \cdots x_{i} \overline{x_{i+1} \cdots x_{s}} R_{2} .
\end{align*}
$$

When $R_{1} \in R_{2}$, the term $x_{1} x_{2} \ldots x_{i} \overline{x_{i+1} \cdots x_{s}} R_{2}$ is absorbed by product $P$, so that a reduced logical expression composed of two disjoint products is obtained:

$$
\begin{equation*}
P+Q=P+\overline{x_{1} x_{2} \cdots x_{i}} R_{2} . \tag{9}
\end{equation*}
$$

As shown in [1], NMVI is an efficient method, providing fewer disjoint products compared with other well-known MVI methods, as CAREL [5], VT [6], or KDH88 [21].

In the next two sections, we address the problem of twoterminal network reliability evaluation, in which both link and node failures are considered. First, an exact method of reliability evaluation is discussed. Then, a new approximate method is presented, with the advantage of being much faster and able to offer a very good accuracy.

## 4. Exact Evaluation of Network Reliability

For two given nodes, $s$ and $t$, an exact evaluation of twoterminal network reliability can be obtained based on the set of minimal paths that include both links and adjacent nodes. Compared with the case in which the study is limited to the links of the network, when the nodes are also considered, the number of the minimal paths is unchanged, but any term is extended by also including the adjacent nodes. To illustrate this method, let us analyze the network $N_{1}$ presented in Figure 2(a), where the source and target nodes are 1 and 5. These two terminal nodes are considered in series with the rest of the network. For these two given nodes, the set of minimal paths is

$$
\begin{align*}
\text { MPS }= & \{3 b f, 34 b e g, 24 a d g, 23 a c f,  \tag{10}\\
& 234 a c e g, 234 a d e f, 234 b c d g\} .
\end{align*}
$$

By applying the NMVI method, the following set of disjoint products results as follows:

$$
\begin{align*}
\mathrm{DPS}=\{ & 3 b f, 34 b e g \bar{f}, 24 a d f g \overline{3 b}, 24 a d g \bar{f} \overline{3 b e}, 23 a c f \bar{b} \overline{4 d g}, \\
& 234 a c e g \bar{b} \bar{d} \bar{f}, 234 a d e f \bar{b} \bar{c} \bar{c}, 234 b c d g \bar{a} \bar{e} \bar{f}\} . \tag{11}
\end{align*}
$$

Finally, the reliability $R_{1-5}$ is given by

$$
\begin{align*}
R_{1-5}= & p_{1} p_{5}\left(p_{3} p_{b} p_{f}+p_{3} p_{4} p_{b} p_{e} p_{g}\left(1-p_{f}\right)\right. \\
& +p_{2} p_{4} p_{a} p_{d} p_{g}\left(p_{f}\left(1-p_{3} p_{b}\right)\right. \\
& \left.+\left(1-p_{f}\right)\left(1-p_{3} p_{b} p_{e}\right)\right) \\
& +p_{2} p_{3} p_{a} p_{c} p_{f}\left(1-p_{b}\right)\left(1-p_{4} p_{d} p_{g}\right)  \tag{12}\\
& +p_{2} p_{3} p_{4}\left(p_{a} p_{c} p_{e} p_{g}\left(1-p_{b}\right)\left(1-p_{d}\right)\left(1-p_{f}\right)\right. \\
& +p_{a} p_{d} p_{e} p_{f}\left(1-p_{b}\right)\left(1-p_{c}\right)\left(1-p_{g}\right) \\
& \left.\left.+p_{b} p_{c} p_{d} p_{g}\left(1-p_{a}\right)\left(1-p_{e}\right)\left(1-p_{f}\right)\right)\right) .
\end{align*}
$$

The same network is analyzed in [2], example 2. So, we compared the numerical result obtained based on this equation with the result generated with equation (21) presented in [2]. These results are identical. For example, assuming for all the nodes a reliability of 0.98 and for all the links a reliability of 0.95 , both methods give a reliability value $R_{1-5}=0.969611$.

To cover both nodes and links, much more logical variables are used. The problem that arises in this case is that the number of disjoint products increases to a large extent when complex networks are evaluated. To highlight this aspect, comparative results with respect to the network models $N_{2}$ and $N_{3}$ given in Figure 2 are presented in Table 3.

Compared with the case in which the study is limited to the links of the network, when the adjacent nodes are also considered, the number of disjoint products increases significantly. The relative growth with respect to the number of disjoint products is about $39 \%$ for network $N_{2}$, but for the more complex network $N_{3}$, this relative growth reaches $86 \%$.

## 5. Approximate Approach for Network Reliability Evaluation

The process of generating the set of disjoint products is a difficult one, of NP-hard complexity. In order to reduce the computation time, the process of enumerating the minimal paths and their development as a sum of disjoint products is focused only to the links of the network. For this purpose, for a link $x_{i} \in E$, let $X_{i}$ be a logical variable that reflects the event of successful communication through that branch-that means that the link $x_{i}$ and the two adjacent nodes are operational. Thus, the structure function $S$ can be expressed in terms of these logical variables $X_{1}, X_{2}, \ldots, X_{m}$.


Figure 2: Network models with unreliable nodes: (a) 5-node, 7-link network $\left(N_{1}\right)$; (b) 13-node, 22-link network ( $N_{2}$ ); (c) 20-node, 40-link network ( $N_{3}$ ).

Table 3: The number of disjoint products. Comparative results.

| Network <br> models | Number of <br> minimal <br> paths | Number of disjoint products <br> generated by NMVI, including <br> Only links |  |
| :--- | :---: | :---: | :---: |
| $N_{2}$ | 281 | 2269 | 3151 |
| $N_{3}$ | 16618 | 1799888 | 3353457 |

In the second stage, each term of the sum of disjoint products is processed distinctly by considering both links and adjacent node reliability values. The node reliability values are taken into account in a specific mode for each term of the set of disjoint link-products, when only the adjacent nodes of the links that compose the current product are considered. This is the starting point for this approximate approach.

Based on the set of disjoint products DPS $=\left\{\mathrm{DP}_{1}, \mathrm{DP}_{2}\right.$, $\left.\ldots, \mathrm{DP}_{n}\right\}$, the two-terminal network reliability is computed by applying (4).

A term DP in the set of disjoint products is a mixproduct that includes one uniproduct, noted with $U$, and one or more complemented subproducts. Figure 3 shows such a complex mixproduct.

As illustrated in Figure 3, the uniproduct $U$ reflects a state of operability of a part of the network that ensures the connection between the source and target nodes. Let SAN be the set of all adjacent nodes of the links that compose the
uniproduct $U$. All these links and all the nodes that belong to SAN are operational. Consequently, the probability of the network state described by $U$ is given by

$$
\begin{equation*}
P(U)=\prod_{x \in U} p_{x} \prod_{y \in \mathrm{SAN}} p_{y} . \tag{13}
\end{equation*}
$$

The main problem is how to compute or at least evaluate with a good accuracy the probability of a network state described by a complemented subproduct (such a subproduct is illustrated in Figure 3 with a dashed line).

A complemented subproduct reflects a state of inoperability of a branch or of a bigger portion of the network. To begin with, consider the case where such a portion of the network is independent of that portions described by the other complemented subproducts. Under these circumstances, the current term can be independently evaluated. Two cases are distinguished.

Case 1 (a single complemented variable (an SVI term)). Consider a single complemented variable $\overline{X_{i}}$ (an SVI term) associated with the link $x_{i}$ that connects two nodes; let us say $y_{i}$ and $y_{j}$ (for instance, the variable $\overline{X_{11}}$ in Figure 3). The probability of this event is

$$
\begin{equation*}
P\left(\overline{X_{i}}\right)=1-p_{x_{i}}^{\prime}, \tag{14}
\end{equation*}
$$



Figure 3: Illustration of a complex mixproduct: $\mathrm{DP}=X_{1} X_{2} \cdots X_{9} \overline{X_{11}} \overline{X_{12}} \cdots \overline{X_{18}} \overline{X_{19} X_{20}} \overline{X_{21}} \overline{X_{22} X_{23} X_{24}}$.
where

$$
p_{x_{i}}^{\prime}= \begin{cases}p_{x_{i}} p_{y_{i}}, & \text { if } y_{j} \in \operatorname{SAN}, y_{i} \notin \mathrm{SAN},  \tag{15}\\ p_{x_{i}} p_{y_{j}}, & \text { if } y_{i} \in \operatorname{SAN}, y_{j} \notin \operatorname{SAN}, \\ p_{x_{i}} p_{y_{i}} p_{y_{j}}, & \text { if } y_{i}, y_{j} \notin \operatorname{SAN} .\end{cases}
$$

Equations (13) and (14) are found in another form in [2] where the same problem of network reliability evaluation is treated. Remember that the method presented in [2] covers only SDP expressions composed of SVI terms.

Case 2 (an MVI term). Consider a complemented subproduct $\overline{X_{1} X_{2} \cdots X_{k}}$ (an MVI term) that describes a state of inoperability of a portion of the network as illustrated in Figure 4. The probability that this portion of the network to be inoperable is

$$
\begin{equation*}
P\left(\bar{X}_{1} X_{2} \cdots X_{k}\right)=1-Q, \tag{16}
\end{equation*}
$$

where the product $Q$ includes not only the reliability of the corresponding links but also the reliability of the adjacent nodes that do not belong to SAN, considered only once. More exactly, the probability $Q$ is computed by the following sequence of steps presented in Pseudocode 1.

Even though the two portions of the network described by two complemented subproducts may not have any common link, they may have one or even more common nodes. Consequently, the state of inoperability of these two portions of the network may be due to the failure of such a common node. Of course, we refer to a common node that does not belong to SAN.

In the first stage, the analysis of these dependencies given by the common nodes is limited to the level of pairs of complemented subproducts. The following three cases are distinguished.

Case 3 (two SVI terms with a common node). Consider two complemented variables $\overline{X_{i}}$ and $\overline{X_{j}}$ that describe a state of inoperability for two branches $x_{i}$ and $x_{j}$ that have


Figure 4: Illustration of a MVI term: $\overline{X_{1} X_{2} \cdots X_{k}}$.

$$
\begin{aligned}
& Q=1 ; \\
& \text { for } i=1: k \\
& \qquad Q=Q^{*} p_{x_{i}} ; \\
& \quad \text { if } y_{i} \notin \text { SAN then } Q=Q^{*} p_{y_{i}} ; \\
& \text { end } \\
& \text { if } y_{k+1} \notin \text { SAN then } Q=Q^{*} p_{y_{k+1}} \text {; }
\end{aligned}
$$

## Pseudocode 1: Computing the product $Q$.

$y_{k}$ as a common node, as illustrated in Figure 5. The node $y_{k} \notin \mathrm{SAN}$.

Let us define the probabilities $p_{x_{i}}^{\prime}$ and $p_{x_{j}}^{\prime}$ associated with the links $x_{i}$ and $x_{j}$, given as follows:

$$
\begin{align*}
& p_{x_{i}}^{\prime}= \begin{cases}p_{x_{i}}, & \text { if } y_{i} \in \mathrm{SAN}, \\
p_{x_{i}} p_{y_{i}}, & \text { if } y_{i} \notin \mathrm{SAN},\end{cases} \\
& p_{x_{j}}^{\prime}= \begin{cases}p_{x_{j}}, & \text { if } y_{j} \in \operatorname{SAN}, \\
p_{x_{j}} p_{y_{j}}, & \text { if } y_{j} \notin \operatorname{SAN} .\end{cases} \tag{17}
\end{align*}
$$

By applying the theorem of total probability to the event space $\left\{y_{k}, \bar{y}_{k}\right\}$, the following equation can be written as follows:

$$
\begin{equation*}
P\left(\overline{X_{i}} \overline{X_{j}}\right)=P(X)=p_{y_{k}} P\left(X \mid y_{k}\right)+\left(1-p_{y_{k}}\right) P\left(X \mid \bar{y}_{k}\right) . \tag{18}
\end{equation*}
$$



Figure 5: Illustration of two inoperable links with a common node.

As

$$
\begin{align*}
& P\left(X \mid \bar{y}_{k}\right)=1, \\
& P\left(X \mid y_{k}\right)=\left(1-p_{x_{i}}^{\prime}\right)\left(1-p_{x_{j}}^{\prime}\right) \tag{19}
\end{align*}
$$

finally, the equation becomes

$$
\begin{equation*}
P\left(\overline{X_{i}} \overline{X_{j}}\right)=1-p_{y_{k}}\left(p_{x_{i}}^{\prime}+p_{x_{j}}^{\prime}-p_{x_{i}}^{\prime} p_{x_{j}}^{\prime}\right) . \tag{20}
\end{equation*}
$$

Note that this case is not treated in [2].
Case 4 (an MVI term and an SVI one with a common node). Consider, for example, $\overline{X_{1} X_{2} X_{3}}$ and $\overline{X_{4}}$ to be two terms in DP describing a state of inoperability of two portions of the network as illustrated in Figure 6. The common node $y_{2} \notin$ SAN.

Let us define the probabilities $p_{x_{1}}^{\prime}, p_{x_{2}}^{\prime}, p_{x_{3}}^{\prime}$, and $p_{x_{4}}^{\prime}$ given as follows:

$$
\begin{align*}
& p_{x_{1}}^{\prime}= \begin{cases}p_{x_{1}}, & \text { if } y_{1} \in \mathrm{SAN}, \\
p_{x_{1}} p_{y_{1}}, & \text { if } y_{1} \notin \mathrm{SAN},\end{cases} \\
& p_{x_{2}}^{\prime}= \begin{cases}p_{x_{2}}, & \text { if } y_{3} \in \mathrm{SAN}, \\
p_{x_{2}} p_{y_{3}}, & \text { if } y_{3} \notin \mathrm{SAN},\end{cases}  \tag{21}\\
& p_{x_{3}}^{\prime}= \begin{cases}p_{x_{3}}, & \text { if } y_{4} \in \mathrm{SAN}, \\
p_{x_{3}} p_{y_{4}}, & \text { if } y_{4} \notin \mathrm{SAN},\end{cases} \\
& p_{x_{4}}^{\prime}= \begin{cases}p_{x_{4}}, & \text { if } y_{5} \in \mathrm{SAN}, \\
p_{x_{4}} p_{y_{5}}, & \text { if } y_{5} \notin \mathrm{SAN},\end{cases}
\end{align*}
$$

By applying the theorem of total probability to the event space $\left\{y_{2}, \bar{y}_{2}\right\}$, the following equation can be written as follows:

$$
\begin{equation*}
P\left(\overline{X_{1} X_{2} X_{3}} \overline{X_{4}}\right)=P(X)=p_{y_{2}} P\left(X \mid y_{2}\right)+\left(1-p_{y_{2}}\right) P\left(X \mid \bar{y}_{2}\right) . \tag{22}
\end{equation*}
$$



Figure 6: Illustration of an MVI term and an SVI one with a common node.

As

$$
\begin{align*}
& P\left(X \mid \bar{y}_{2}\right)=1 \\
& P\left(X \mid y_{2}\right)=\left(1-p_{x_{1}}^{\prime} p_{x_{2}}^{\prime} p_{x_{3}}^{\prime}\right)\left(1-p_{x_{4}}^{\prime}\right) \tag{23}
\end{align*}
$$

finally, the following equation results in

$$
\begin{equation*}
P\left(\overline{X_{1} X_{2} X_{3}} \overline{X_{4}}\right)=1-p_{y_{2}}\left(p_{x_{1}}^{\prime} p_{x_{2}}^{\prime} p_{x_{3}}^{\prime}+p_{x_{4}}^{\prime}-p_{x_{1}}^{\prime} p_{x_{2}}^{\prime} p_{x_{3}}^{\prime} p_{x_{4}}^{\prime}\right) \tag{24}
\end{equation*}
$$

Note that, if the two events were treated independently, the following equation would result in

$$
\begin{align*}
P\left(\overline{X_{1} X_{2} X_{3}}\right) P\left(\overline{X_{4}}\right) & =\left(1-p_{x_{1}}^{\prime} p_{x_{2}}^{\prime} p_{x_{3}}^{\prime} p_{y_{2}}\right)\left(1-p_{x_{4}}^{\prime} p_{y_{2}}\right) \\
& =1-p_{y_{2}}\left(p_{x_{1}}^{\prime} p_{x_{2}}^{\prime} p_{x_{3}}^{\prime}+p_{x_{4}}^{\prime}-p_{x_{1}}^{\prime} p_{x_{2}}^{\prime} p_{x_{3}}^{\prime} p_{x_{4}}^{\prime} p_{y_{2}}\right) \\
& <P\left(\overline{X_{1} X_{2} X_{3} X_{4}}\right) . \tag{25}
\end{align*}
$$

Remark 1. Equation (25) shows that when a common node is not taken into account, the reliability estimation is a pessimistic one.

Case 5 (two MVI terms with a common node). Consider, for example, $\overline{X_{1} X_{2}}$ and $\overline{X_{3} X_{4}}$ to be the two MVI terms describing a state of inoperability of two parts of the network, as illustrated in Figure 7, where the communication between nodes 1 and 2 and between nodes 3 and 4 is not possible. The common node $y_{5} \notin \mathrm{SAN}$.
Let us define the probabilities $p_{x_{1}}^{\prime}, p_{x_{2}}^{\prime}, p_{x_{3}}^{\prime}$, and $p_{x_{4}}^{\prime}$ given by the following:

$$
p_{x_{i}}^{\prime}= \begin{cases}p_{x_{i}}, & \text { if } y_{i} \in \mathrm{SAN},  \tag{26}\\ p_{x_{i}} p_{y_{i}}, & \text { if } y_{i} \notin \mathrm{SAN}, \\ i=1,2,3,4 & \end{cases}
$$



Figure 7: Illustration of two MVI terms with a common node.

The probability of this state, $P\left(\overline{X_{1} X_{2}} \overline{X_{3} X_{4}}\right)$, can be determined by applying the rule of total probability to the event space $\left\{y_{5}, \bar{y}_{5}\right\}$.

If $X=\overline{X_{1} X_{2}} \overline{X_{3} X_{4}}$, the following equation can be written as follows:

$$
\begin{equation*}
P(X)=p_{y_{5}} P\left(X \mid y_{5}\right)+\left(1-p_{y_{5}}\right) P\left(X \mid \bar{y}_{5}\right) \tag{27}
\end{equation*}
$$

Obviously, $P\left(X / \bar{y}_{5}\right)=1$.

$$
\begin{align*}
P\left(X \mid y_{5}\right) & =\left(1-p_{x_{1}}^{\prime} p_{x_{2}}^{\prime}\right)\left(1-p_{x_{3}}^{\prime} p_{x_{4}}^{\prime}\right)  \tag{28}\\
& =1-p_{x_{1}}^{\prime} p_{x_{2}}^{\prime}-p_{x_{3}}^{\prime} p_{x_{4}}^{\prime}+p_{x_{1}}^{\prime} p_{x_{2}}^{\prime} p_{x_{3}}^{\prime} p_{x_{4}}^{\prime} .
\end{align*}
$$

Finally, the equation becomes

$$
\begin{equation*}
P\left(\overline{X_{1} X_{2}} \overline{X_{3} X_{4}}\right)=1-p_{y_{5}}\left(p_{x_{1}}^{\prime} p_{x_{2}}^{\prime}+p_{x_{3}}^{\prime} p_{x_{4}}^{\prime}-p_{x_{1}}^{\prime} p_{x_{2}}^{\prime} p_{x_{3}}^{\prime} p_{x_{4}}^{\prime}\right) . \tag{29}
\end{equation*}
$$

To exemplify these 5 rules previously defined, consider the mixproduct

$$
\begin{equation*}
\mathrm{DP}=X_{1} X_{2} \cdots X_{9} \overline{X_{11}} \overline{X_{12}} \cdots \overline{X_{18}} \overline{X_{19} X_{20}} \overline{X_{21}} \overline{X_{22} X_{23} X_{24}}, \tag{30}
\end{equation*}
$$

as illustrated in Figure 3. The mixproduct DP includes the uniproduct $U=X_{1} X_{2} \cdots X_{9}$ and for this operable path, the set of adjacent nodes is SAN $=\left\{y_{1}, y_{2}, \ldots, y_{10}\right\}$.

Taking into account the common nodes for the SVI and MVI terms, the probability of the mixproduct DP can be evaluated with a good accuracy by the following:

$$
\begin{align*}
P(\mathrm{DP})= & P(U) P\left(\overline{X_{11}}\right) P\left(\overline{X_{12}} \overline{X_{13}}\right) P\left(\overline{X_{14}} \overline{X_{15}}\right) P\left(\overline{X_{16}}\right)  \tag{31}\\
& \times P\left(\overline{X_{17}} \overline{X_{18}}\right) P\left(\overline{X_{19} X_{20}} \overline{X_{21}}\right) P\left(\overline{X_{22} X_{23} X_{24}}\right) .
\end{align*}
$$

By applying the rules presented before, the following equations result in

$$
\begin{align*}
P(U) & =p_{x_{1}} p_{x_{2}} \cdots p_{x_{9}} p_{y_{1}} p_{y_{2}} \cdots p_{y_{10}} \\
P\left(\overline{X_{11}}\right) & =1-p_{y_{11}} p_{x_{11}} p_{y_{12}}  \tag{32}\\
P\left(\overline{X_{12}} \overline{X_{13}}\right) & =1-p_{y_{13}}\left(p_{x_{12}}+p_{x_{13}}^{\prime}-p_{x_{12}} p_{x_{13}}^{\prime}\right),
\end{align*}
$$

where $p_{x_{13}}^{\prime}=p_{x_{13}} p_{y_{14}}$.

$$
\begin{align*}
P\left(\overline{X_{14}} \overline{X_{15}}\right) & =1-p_{y_{15}}\left(p_{x_{14}}+p_{x_{15}}-p_{x_{14}} p_{x_{15}}\right) \\
P\left(\overline{X_{16}}\right) & =1-p_{y_{15}} p_{x_{16}} p_{y_{16}}(\text { an approximate evaluation }) \\
P\left(\overline{X_{17}} \overline{X_{18}}\right) & =1-p_{y_{18}}\left(p_{x_{17}}^{\prime}+p_{x_{18}}^{\prime}-p_{x_{17}}^{\prime} p_{x_{18}}^{\prime}\right) \tag{33}
\end{align*}
$$

where $p_{x_{17}}^{\prime}=p_{x_{17}} p_{y_{17}}$ and $p_{x_{18}}^{\prime}=p_{x_{18}} p_{y_{19}}$.
$P\left(\overline{X_{19} X_{20}} \overline{X_{21}}\right)=1-p_{y_{20}}\left(p_{x_{19}} p_{x_{20}}+p_{x_{21}}^{\prime}-p_{x_{19}} p_{x_{20}} p_{x_{21}}^{\prime}\right)$,
where $p_{x_{21}}^{\prime}=p_{x_{21}} p_{y_{21}}$.

$$
\begin{equation*}
P\left(\overline{X_{22} X_{23} X_{24}}\right)=1-p_{y_{22}} p_{x_{22}} p_{y_{23}} p_{x_{23}} p_{y_{24}} p_{x_{24}} p_{y_{25}} \tag{35}
\end{equation*}
$$

Observe that, related to the probability of this mixproduct, an approximation is made with respect to the terms $\overline{X_{14}}, \overline{X_{15}}$, and $\overline{X_{16}}$, because the links $x_{14}, x_{15}$, and $x_{16}$ have a common node, $y_{15} \notin$ SAN. This case is discussed in more detail below.

Case 6 (many terms with a common node). Consider three links $x_{1}, x_{2}$, and $x_{3}$ with a common node and the network state reflected by the SVI terms $\overline{X_{1}}, \overline{X_{2}}$, and $\overline{X_{3}}$, as illustrated in Figure 8.
Suppose that $y_{4} \notin$ SAN. Let us first define the probabilities $p_{x_{1}}^{\prime}, p_{x_{2}}^{\prime}$, and $p_{x_{3}}^{\prime}$ by the following:

$$
p_{x_{i}}^{\prime}=\left\{\begin{array}{cc}
p_{x_{i}}, & \text { if } y_{i} \in \mathrm{SAN},  \tag{36}\\
p_{x_{i}} p_{y_{i}}, & \text { if } y_{i} \notin \mathrm{SAN}, \\
i=1,2,3 .
\end{array}\right.
$$

In order to evaluate the probability $P\left(\overline{X_{1}} \overline{X_{2}} \overline{X_{3}}\right)$, the theorem of total probability is applied to the event space $\left\{y_{4}, \bar{y}_{4}\right\}$. The following equation results in
$P\left(\overline{X_{1}} \overline{X_{2}} \overline{X_{3}}\right)=P(X)=p_{y_{4}} P\left(X \mid y_{4}\right)+\left(1-p_{y_{4}}\right) P\left(X \mid \bar{y}_{4}\right)$.


Figure 8: Illustration of three SVI terms with a common node.

Obviously, $P\left(X / \bar{y}_{4}\right)=1$. When the node $y_{4}$ is operational, $\overline{X_{1}}, \overline{X_{2}}$, and $\overline{X_{3}}$ reflect independent events, so that

$$
\begin{equation*}
P\left(\overline{X_{1}} \overline{X_{2}} \overline{X_{3}}\right)=P\left(\overline{X_{1}}\right) P\left(\overline{X_{2}}\right) P\left(\overline{X_{3}}\right) \tag{38}
\end{equation*}
$$

Consequently, we have

$$
\begin{align*}
P\left(X \mid y_{4}\right)= & \left(1-p_{x_{1}}^{\prime}\right)\left(1-p_{x_{2}}^{\prime}\right)\left(1-p_{x_{3}}^{\prime}\right) \\
= & 1-p_{x_{1}}^{\prime}-p_{x_{2}}^{\prime}-p_{x_{3}}^{\prime}+p_{x_{1}}^{\prime} p_{x_{2}}^{\prime}+p_{x_{1}}^{\prime} p_{x_{3}}^{\prime}  \tag{39}\\
& +p_{x_{2}}^{\prime} p_{x_{3}}^{\prime}-p_{x_{1}}^{\prime} p_{x_{2}}^{\prime} p_{x_{3}}^{\prime}
\end{align*}
$$

Finally, the equation becomes

$$
\begin{align*}
P\left(\overline{X_{1}} \overline{X_{2}} \overline{X_{3}}\right)= & 1-p_{y_{4}}\left(p_{x_{1}}^{\prime}+p_{x_{2}}^{\prime}+p_{x_{3}}^{\prime}-p_{x_{1}}^{\prime} p_{x_{2}}^{\prime}\right.  \tag{40}\\
& \left.-p_{x_{1}}^{\prime} p_{x_{3}}^{\prime}-p_{x_{2}}^{\prime} p_{x_{3}}^{\prime}+p_{x_{1}}^{\prime} p_{x_{2}}^{\prime} p_{x_{3}}^{\prime}\right)
\end{align*}
$$

Observe that, in case of an exact evaluation, the equation is composed of $2^{3}=8$ terms. This result can be generalized for the case with more events $\overline{X_{1}}, \overline{X_{2}}, \ldots, \overline{X_{m}}$ that depend on the state of a common node. The equation for computing the probability $P\left(\overline{X_{1}} \overline{X_{2}} \cdots \overline{X_{m}}\right)$ comprises $2^{m}$ terms. To reduce the computation time, the method we propose is limited to the pairs of events depending on the state of a common node, for which the equation ( 20,24 , or 29 as is the case) comprises only four terms.

This is the approximation that may slightly affect the result given by the method we propose. Also, this work does not treat those cases when two MVI terms have two or more common nodes, considering that these cases are very rare. Nevertheless, this method provides a network reliability evaluation with a very good accuracy, as can be seen in the next section. In all the checks we have made, this method has generated exact values or slightly pessimistic results. So, the reliability value given by this method can be interpreted as a lower limit and it can be explained on the basis of (25) and Remark 1. This aspect is very important for a reliability study.

Before ending this section, an answer to the next question is required: why did this method focus only on minimal paths and not on minimal cuts at all? Indeed, it is well known
that for networks with high reliability, the approaches based on minimal cuts are generally more appropriate for an approximate evaluation. However, in our case, an approach similar to that applied to the minimal paths is no longer appropriate, because when both node and link failures are considered, one must take into account a set of cuts consisting of nodes, a set of cuts consisting of links, and another one that comprises both nodes and links. So, when the nodes are also considered, the number of minimal cuts increases very much. For this reason, the proposed method is focused only on minimal paths.

## 6. Numerical Results

To illustrate the efficiency of this approximate method, we consider the network models $N_{2}$ and $N_{3}$ presented in Figure 2. For these networks, Table 4 presents comparative results, by assuming for all the nodes a reliability value of 0.98 and for all the links a reliability value of 0.95 . Observe that the proposed method gives an accurate result for the network $N_{2}$, and it gives a slightly approximate value with five accurate decimal places for the larger network $N_{3}$.

Computing time for reliability evaluation is presented in Table 5. Compared to the exact method presented in Section 5, for network model $N_{3}$, the proposed approximate method greatly reduces the computational time, from 57 min 17 s to 18 min 43 s .

The values presented in Table 5 highlight the rapid growth of the computation time for the reliability evaluation with an increasing network size. The methods of network reliability evaluation based on SDP algorithms fall in the NP-hard category and, consequently, are difficult to apply for very large networks, such as social networks. In these cases, other techniques for approximate evaluation can also be applied, especially the Monte Carlo simulation (see, for example, [24-27]). Even so, the methods based on SDP algorithms are still necessary for the validation of simulation programs.

## 7. Final Remarks

In this work, the problem of two-terminal network reliability evaluation in which both link and node failures are considered is discussed. An approximate method that provides a very good accuracy is proposed. Compared to an exact method, this approximate method greatly reduces the computation time for complex networks.

The proposed solution can be applied with any SDP algorithm, but the accuracy of the reliability estimation depends on the method used for transforming the set of minimal paths into a set of disjoint products. When the number of disjoint products is lower, the reliability estimation is better. For this reason, efficient MVI algorithms as NMVI or the hybrid algorithm given by Chaturvedi and Misra [23] are recommended. Another approach based on binary decision diagrams (BDDs) is also recommended [28].

Table 4: Network reliability evaluation $\left(R_{s-t}\right)$. Comparative results.

| Network model | Source and <br> target nodes | Exact method <br> based on NMVI | The proposed <br> method |
| :--- | :---: | :---: | :---: |
| $N_{2}$ | $s=1, t=13$ | 0.982883 | 0.982883 |
| $N_{3}$ | $s=1, t=20$ | 0.959579 | 0.959575 |

Table 5: Computing time for reliability evaluation.

| Network model | Exact method <br> based on NMVI | The proposed <br> method |
| :--- | :---: | :---: |
| $N_{2}$ | 0.1 s | 0.06 s |
| $N_{3}$ | 57 min 17 s | 18 min 43 s |

## Data Availability

The paper presents a method for network reliability evaluation for which mathematical proofs are included. It can be applied for any network, and therefore, it does not depend on specific data.
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#### Abstract

This paper addresses the issue of the two-terminal reliability evaluation of medium-to-large networks and proposes a new method to solve the problem of 'sum of disjoint products' (SDP) algebraically. This method uses a 'multiple variables inversion' (MVI) technique for transforming a structure function into a sum of disjoint products which has a one-to-one correspondence with the reliability expression. The results of our method for several network models are compared with those obtained by means of other well-known MVI techniques. For large-scale networks, our method offers a better solution.
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## I. Introduction

The network reliability theory is applied extensively in many real-word systems, which can be modeled as stochastic networks, such as computer and communications systems, distributed systems, networks of sensors, social networks etc. The reliability evaluation approaches use a variety of tools for system modeling and computation of reliability or availability indices that, in a certain way, describe the ability of a network to carry out a desired operation. Most tools are based on algorithms described in terms of minimal path set or minimal cut set (see, for example, [1]-[5]). Unfortunately, the problem of computing the network reliability based on the set of minimal paths or cuts is NP-hard [4], [6]. For this reason, in case of complex networks, other techniques for approximate reliability evaluation must be applied, such as those based on network decomposition or Monte Carlo simulation (see, for example, [7]-[10]).

In this work, we deal with the problem of exact evaluation of two-terminal reliability or availability indices in medium-to-large networks, and we propose an efficient SDP algorithm able to compute the two-terminal network reliability based on the minimal path set or the minimal cut set.

In order to reduce the computation burden, as in most such works, we assume that each node of the network is perfectly reliable. Because the failure of a node inhibits the work of all arcs connected to it, starting from the given network with unreliable nodes, an equivalent reliability model with perfect nodes but with links that have greater failure probabilities can be obtained [11, 12]. For example, let us consider two adjacent nodes denoted by 1 and 2 . Let $p_{1}$ and $p_{2}$ be the reliabilities of these nodes, and $p_{12}$ be the reliability of the link between
them. Fig. 1 presents two equivalent reliability models: one model with unreliable nodes, and another one with perfect nodes.

a) unreliable nodes

b) perfect nodes

Fig. 1. Equivalent reliability models.
Moreover, to reduce the computation time for the minimal paths or cuts enumeration, once the source and destination nodes are known, the study can be simplified by artificially transforming the reliability graph into a directed one, as though only the communication from the source to the target node were of interest.

## II. Notations and Preliminary Considerations

## A. Nomenclature

a) Reliability. The two-terminal reliability of a stochastic network expresses the probability that there exists at least one path between any two specified nodes (let's say a source node and a target one), which operates successfully.
b) Connected nodes. Two nodes which can communicate with each other are connected, otherwise they are disconnected.
c) Minimal path. A minimal set of links (arcs) whose operation ensures that two given nodes are connected. For a minimal path, any proper subset is no longer a path.
d) Minimal cut. A set of links whose failure disconnects two given nodes. For a minimal cut, any proper subset is no longer a cut.
e) Uniproduct. A Boolean product composed only of distinct uncomplemented variables.
f) Subproduct. A part of a Boolean product which is a complemented or an uncomplemented uniproduct.
g) Mixproduct. A product of one uncomplemented subproduct and one or more complemented subproducts.
h) Disjoint products. A set of products expressing mutually exclusive states.
i) Cube. A vector of symbols representing a Boolean product.

## B. Notations

a) $G(V, E)$ is a network model with node set $V=\{1,2, \cdots, n\}$ and arc set $E=\left\{x_{1}, x_{2}, \cdots, x_{k}\right\} ;$
b) $s, t \in V, s \neq t$, are the source and target nodes;
c) $p_{x}$ is the reliability of arc $x \in E$ and $q_{x}=1-p_{x}$;
d) $R_{s-t}$ is the two-terminal reliability of network $G(V, E)$ with $s$ and $t$ the source and target nodes $(s-t$ network reliability).

## C. Assumptions

a) Each node is perfect, as mentioned in section 1 ;
b) Each arc is either operational or failed, so a logical variable can be used to denote its state (the same notations $x_{1}, x_{2}, \cdots, x_{k}$ are used to denote these logical variables);
c) All failures that may affect the network under study are stochastically independent.

## III. Problem description

Consider $G(V, E)$ the network under study and $s, t \in V, s \neq t$, the source and target nodes. For this model, consider the minimal path set $M P S=\left\{P_{1}, P_{2}, \ldots, P_{m}\right\}$. Note that, a minimal path $P_{i} \in M P S$ is expressed by a product of distinct logical variables associated with the arcs of this network, and the reliability of this path is given by the following equation:

$$
\begin{equation*}
\operatorname{Prob}\left(P_{i}\right)=\prod_{c \in P_{i}} p_{c} \tag{1}
\end{equation*}
$$

Starting from this minimal path set, a structure function $S=\bigcup_{i=1}^{m} P_{i}$ is defined, and the two-terminal network reliability of this model, $R_{s-t}$, is computed by applying the equation:

$$
\begin{equation*}
R_{s-t}=\operatorname{Prob}(S)=\operatorname{Prob}\left(\bigcup_{i=1}^{m} P_{i}\right) \tag{2}
\end{equation*}
$$

When working with minimal cuts, let $M C S=\left\{C_{1}, C_{2}, \ldots, C_{m}\right\}$ be the cut set for the two-terminal network under study. The structure function in this case is $S=\bigcup_{i=1}^{m} C_{i}$, and the network reliability $R_{s-t}$ is computed by applying the equation:

$$
\begin{equation*}
R_{s-t}=1-\operatorname{Prob}(S)=1-\operatorname{Prob}\left(\bigcup_{i=1}^{m} C_{i}\right) \tag{3}
\end{equation*}
$$

Note that, for a minimal cut $C_{i} \in M C S$ :

$$
\begin{equation*}
\operatorname{Prob}\left(C_{i}\right)=\prod_{c \in P_{i}} q_{c} . \tag{4}
\end{equation*}
$$

An efficient algorithm for enumerating all minimal paths and cuts of a graph is presented in [13]. Another method for the enumeration of minimal cuts in large network models and a comparative study for paths and cuts are presented in [14].

To compute the network reliability $R_{s-t}$, based on (2) or (3), the well-known rule of sum of disjoint products is recommended:

$$
\begin{align*}
\operatorname{Prob}\left(\bigcup_{i=1}^{m} A_{i}\right) & =\operatorname{Prob}\left(A_{l}\right)+\operatorname{Prob}\left(\bar{A}_{l} \cap A_{2}\right)+\operatorname{Prob}\left(\bar{A}_{l} \cap \bar{A}_{2} \cap A_{3}\right)+\cdots \\
& +\operatorname{Prob}\left(\bar{A}_{l} \cap \bar{A}_{2} \cap \cdots \cap \bar{A}_{m-1} \cap A_{m}\right) . \tag{5}
\end{align*}
$$

For this purpose, the structure function $S$ must be transformed to an equivalent form $S^{\prime}$, composed only of disjoint products $(D P)$, so that the network reliability $R_{s-t}$ is computed by applying the equation:

$$
\begin{align*}
R_{s-t} & =\operatorname{Prob}(S)=\operatorname{Prob}\left(\bigcup_{i=1}^{m} P_{i}\right)= \\
& =\operatorname{Prob}\left(S^{\prime}\right)=\operatorname{Prob}\left(\bigcup_{i=1}^{n} D P_{i}\right)=\sum_{i=1}^{n} \operatorname{Prob}\left(D P_{i}\right) . \tag{6}
\end{align*}
$$

Observe that (6) is much easier to compute than (2) or (3). In conclusion, the problem of computing the two-terminal network reliability essentially boils down to finding the disjoint products that define an equivalent structure function $S^{\prime}$. Unfortunately, this task falls in the NP-hard category [4, 6, 12]. The space of solutions for this kind of functions is very large, so that the aim of an SDP algorithm is to identify the best possible solution for an equivalent function $S^{\prime}$. That means that the number of disjoint products and the computing time for determining them should be as small as possible.

One of the best known SDP algorithms for expanding a structure function to another one, composed only of disjoint products, is given by Abraham [1]. Let us consider two undisjoint products, $P$ and $Q$, and $X=\left\{x_{1}, x_{2}, \ldots, x_{k}\right\}$ be the set of logical variables included in $P$ that do not belong to $Q$. Notice that $P$ is an uniproduct whereas $Q$ can also be a mixproduct. According to Abraham's theorem, the following logical expression can be written:

$$
\begin{equation*}
P+Q=P+\bar{x}_{1} Q+x_{1} \bar{x}_{2} Q+x_{1} x_{2} \bar{x}_{3} Q+\cdots+x_{1} x_{2} \cdots x_{k-1} \bar{x}_{k} Q . \tag{7}
\end{equation*}
$$

To ensure that two products are disjoint, only a single complemented variable is added with each new term. Abraham's algorithm is a reference for the so-called 'single variable inversion' (SVI) algorithms. Remember that a product comprises a set of distinct variables, complemented or not. Two SVI products are disjoint if both contain at least one variable which reflects, in the two cases, complementary logical states (for example, $x_{1}$ and $\bar{x}_{1}$ ). Improved SVI methods are presented in [15] and [16].

To reduce the computation burden, other approaches based on the so-called MVI technique have been devised (see, for example, [2], [3], [17], and [18]). An excellent survey on MVI methods can be found in [12]. A new SDP algorithm based on an MVI technique is presented in the following section.

## IV. A New MVI method (NMVI)

## A. Preliminaries

The method we propose uses the following laws from Boolean algebra:

- $x+\bar{x}=1$ (Complementation law);
- $x+x y=x$ (Absorption law);
- $x+\bar{x} y=x+y$ (Idempotent law);
- $\overline{x y}=\bar{x}+x \bar{y}=\bar{x}+\bar{y}$ (De Morgan's law).

When an MVI technique is applied, a product may contain distinct logical variables (complemented or uncomplemented) but also one or more complemented groups of logical variables (complemented subproducts). For instance, a Boolean expression of six variables representing link 1 or 4 in the failed state, link 5 operational, link 6 in the failed state and links 2 and 3 in a don't care state is represented by $\overline{x_{1} x_{4}} x_{5} \overline{x_{6}}$. Note that in an SVI approach, the same network state is represented by the Boolean expression $x_{1} \overline{x_{4}} x_{5} \overline{x_{6}}+\overline{x_{1}} x_{4} x_{5} \overline{x_{6}}$. The advantage of an MVI approach is obvious.

To describe a product, we use a vector of length $k$ (also called a cube) with the following meanings:

- an uncomplemented variable is indicated in cube by the symbol ' 1 ';
- a complemented variable is indicated by ' -1 ';
- the absence of a variable is indicated by the symbol '-';
- a complemented subproduct is indicated by using a negative number smaller or equal to ' -2 ', as illustrated in Table I.

To illustrate this new method, let us consider two undisjoint products, $P$ and $Q$, for which the absorption law is not applicable (i.e., $P \notin Q$ ). Note that, to verify that $P \notin Q$ it is necessary to check that at least one variable from $P$ (indicated in cube by ' 1 ') does not belong to $Q$ in the same form (indicated in cube by any symbol $\neq{ }^{\prime} 1^{\prime}$ ). Also, $P$ and $Q$ are two undisjoint products if there is no complemented subproduct in $Q$ (indicated in cube by ' -1 ', ' -2 ', ' -3 ', etc.) that also belongs to $P$ in an uncomplemented form (indicated in cube by ' 1 ' in the same positions). Examples of two undisjoint products are presented in Table II. As illustrated in this table, three cases must be taken into account.

In order to expand a product $Q$ in relation to a given uniproduct $P$, so that any new generated product to be disjoint with $P$, we propose the following two rules.

Rule 1. Let $X=\left\{x_{1}, x_{2}, \ldots, x_{k}\right\}$ be the set of logical variables included in $P$ that do not belong to $Q$.

TABLE I. PRODUCT DESCRIPTION

| Product | Cube |  |  |  |  |  |  |  |  |  | Comment |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $x_{5}$ | $x_{6}$ | $x_{7}$ | $x_{8}$ | $x_{9}$ | $x_{10}$ |  |
| $x_{3} x_{5} x_{8}$ | - | - | 1 | - | 1 | - | - | 1 | - | - | Uniproduct |
| $\bar{x}_{1} x_{3} \bar{x}_{5} x_{7} x_{9}$ | -1 | - | 1 | - | -1 | - | 1 | - | 1 | - | SVI product |
| $\overline{x_{1}} \overline{x_{2} x_{4} x_{5} x_{6}} \overline{x_{7} x_{10}}$ | -1 | -2 | - | -2 | -2 | 1 | -3 | - | - | -3 | MVI product |

Table II. Examples of undisjoint products

| Two undisjoint products ( $P$ and $Q$ ) | Cube |  |  |  |  |  |  |  |  |  | Comment |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $x_{5}$ | $x_{6}$ | $x_{7}$ | $x_{8}$ | $x_{9}$ | $x_{10}$ |  |
| $P=x_{2} x_{5} x_{8}$ | - | 1 | - | - | 1 | - | - | 1 | - | - | Case 1 |
| $Q=x_{3} x_{4} x_{5} x_{7}$ | - | - | 1 | 1 | 1 | - | 1 | - | - | - |  |
| $P=x_{1} x_{9}$ | - | 1 | - | - | - | - | - | - | 1 | - | Case 2 |
| $Q=\overline{x_{2} x_{5}} \overline{x_{8} x_{9} x_{10}}$ | - | -2 | - | - | -2 | - | - | -3 | -3 | 1 |  |
| $P=x_{1} x_{3} x_{7} x_{8}$ | 1 | - | 1 | - | - | - | 1 | 1 | - | - | Case 3 |
| $Q=x_{2} \bar{x}_{3} x_{5} \overline{x_{6} x_{7} x_{8} x_{10}}$ | - | 1 | -2 | - | -2 | -3 | -3 | -3 | - | 1 |  |

The following logical expression can be written based on the complementation law:

$$
\begin{align*}
P+Q & =P+Q\left(x_{1} x_{2} \cdots x_{k}+\overline{x_{1} x_{2} \cdots x_{k}}\right) \\
& =P+x_{1} x_{2} \cdots x_{k} Q+{\overline{x_{1} x_{2} \cdots x_{k}}} Q . \tag{8}
\end{align*}
$$

As follows, we will refer to the rule presented in (8) as the "type I expansion". When $P$ and $Q$ are both uniproducts (case 1 in Table II), the new product $x_{1} x_{2} \cdots x_{k} Q$ includes all the variables from $P$ so that the absorption law is applicable. A reduced logical expression composed of two disjoint products is obtained:

$$
\begin{equation*}
P+Q=P+{\overline{x_{1} x_{2} \cdots x_{k}}}_{k} Q . \tag{9}
\end{equation*}
$$

Otherwise, the new product $x_{1} x_{2} \cdots x_{k} Q$ must be expanded again until all the new generated products are disjoint with $P$ and also between them.

Rule 2. Consider again two products, $P$ and $Q$, in which $P=x_{1} x_{2} \cdots x_{k} R_{1}$, and $Q=\overline{x_{1} x_{2} \cdots x_{k} x_{k+1} \cdots x_{m}} R_{2}$. By applying the Boolean rule $\overline{x y}=\bar{x}+x \bar{y}$, the following logical expression can be written:

$$
\begin{gather*}
P+Q=P+\overline{x_{1} x_{2} \cdots x_{k} x_{k+1} \cdots x_{m}} R_{2} \\
=P+\left(\overline{x_{1} x_{2} \cdots x_{k}}+x_{1} x_{2} \cdots x_{k} \overline{x_{k+1} \cdots x_{m}}\right) R_{2} \\
=P+\overline{x_{1} x_{2} \cdots x_{k}} R_{2}+x_{1} x_{2} \cdots x_{k} \overline{x_{k+1} \cdots x_{m}} R_{2} \tag{10}
\end{gather*}
$$

We will refer to the rule presented in (10) as the "type II expansion". Observe that, when $R_{1} \in R_{2}$ the product $x_{1} x_{2} \cdots x_{k} x_{k+1} \cdots x_{m} R_{2}$ is absorbed by product $P$, so that a reduced logical expression composed of two disjoint products is obtained:

$$
\begin{equation*}
P+Q=P+\overline{x_{1} x_{2} \cdots x_{k}} R_{2} \tag{11}
\end{equation*}
$$

When $R_{1} \notin R_{2}$, the new mixproduct $x_{1} x_{2} \cdots x_{k} \overline{x_{k+1} \cdots x_{m}} R_{2}$ must be expanded again until all the new generated products are disjoint with $P$ and also between them.

Remark 1. Based on (9) and (11), during the process of generating equivalent disjoint products, the absorption law is applicable in fewer cases. This is the main idea we have had in view for accelerating this time-consuming process.

Remark 2. When both type I and type II expansion rules are applicable (case 3 in Table II), we propose that the type II expansion rule be applied prior to the type I expansion.

The method we propose implies the following steps:

- The initial products (uniproducts) are sorted by length in ascending order;
- The first term is left unchanged;
- The second term is expanded with respect to the variables that appear only in the first one, by applying one or both rules previously defined (type I or type II expansion), as applicable.
- The operation is repeated for all other initial terms so that all the newly generated products are disjoint from each other and are also disjoint with all the terms already obtained in the previous steps.

For an efficient implementation of this method, we use three arrays, namely:

- the first one with the initial terms (uniproducts);
- a working array to store and process the terms generated by expanding a certain uniproduct;
- a collector array to store the final terms (disjoint products).

This method is illustrated by the following example. Take a set of uniproducts $M P S=\{a d k, b f l, c e k, a d g l, c e g l\}$. The process of expanding these terms by applying this method until all the products are disjoint from each other is presented in Fig. 2. Finally, the set of disjoint products obtained by this method is $D P S=\{a d k, b f l \overline{a d k}, c e k \overline{a d} \overline{b f l}, a d g l \bar{k} \overline{b f}$, cegl $\overline{a d} \bar{k} \overline{b f}\}$. Based on this set of disjoint products, by applying (6), the following two-terminal reliability expression is obtained:

$$
\begin{align*}
R_{s-t}= & p_{a} p_{d} p_{k}+p_{b} p_{f} p_{l}\left(1-p_{a} p_{d} p_{k}\right)+ \\
& p_{c} p_{e} p_{k}\left(1-p_{a} p_{d}\right)\left(1-p_{b} p_{f} p_{l}\right)+ \\
& p_{a} p_{d} p_{g} p_{l} q_{k}\left(1-p_{b} p_{f}\right)+ \\
& p_{c} p_{e} p_{g} p_{l}\left(1-p_{a} p_{d}\right) q_{k}\left(1-p_{b} p_{f}\right) . \tag{12}
\end{align*}
$$

## V. COMPARATIVE STUDIES

## A. Comparison with Abraham's method

To demonstrate the correctness of the new method we propose comparative results related to two-terminal network reliability evaluation obtained by applying NMVI and the SVI method given by Abraham [1] are presented in this section. On the other hand, the aim of this first comparative study is to illustrate the ability of the new MVI method to anticipate well enough the terms for which the absorption law could be applicable (see Remark 1), and to neglect them in order to reduce the number of terms that must be processed.

For this comparative study, four medium-to-large stochastic network models have been considered. To check the implementation of the two methods, the numerical results for the case with all the links having the same reliability (e.g., $p=0.95$ ) are computed. The comparative results are presented in TABLE III.


Fig. 2. Example of applying the method NMVI.

Table III. Comparative results: Abraham's method versus NMVI


As shown in TABLE III, NMVI gives better solutions with fewer disjoint products. Also, the number of processed terms decreases significantly. Observe that the absorption rule is applicable in fewer cases (for the large networks, to less than half). This is an important merit for NMVI.

## B. Comparison with other MVI methods

In this section our method is compared with other wellknown MVI methods. For this comparative study the following MVI methods are considered:

- the method given by Veeraraghavan and Trivedi [3] (VT in this paper);
- CAREL method (PII option) given by Soh and Rai [2];
- KDH88 algorithm given by Heidtmann [17];
- The hybrid method (HM) given by Chaturvedi and Misra [19] that combines the best features of KDH88 and CAREL;
- NMVI.

The comparison criterion is the number of disjoint products generated, able to cover all the cases in which the two given nodes ( $s$ and $t$ ) are connected.

The network models we have considered for this comparative study are presented in Fig. 3. This selection includes network models typically used for comparing the efficiency of the methods dedicated to the problem of twoterminal network reliability evaluation. More exactly, we have considered those network models which are presented in at least two articles dedicated to the MVI techniques ([2], [3], [17] or [19]). Note that, another MVI algorithm dedicated to coherent-system reliability is presented in [18], but the paper does not report the number of disjoint products generated for the evaluated cases.

The comparative results are presented in table iV. As shown in this table, compared to VT, CAREL or KDH88, NMVI gives better solutions with fewer disjoint products. When comparing NMVI with HM, their efficiency is found to be quite close.

## VI. Conclusions

In this paper, the process of algebraically extracting the disjoint products from a sum of products is discussed, and a new MVI method (NMVI) is proposed. In comparison with other well-known MVI methods (VT, CAREL or KDH88), NMVI gives better solutions with fewer disjoint products. At the same time, NMVI seems to be comparable with the hybrid method HM.

In case of complex networks, two or more such methods should be considered to obtain the best results. The hybrid methods that combine the best features of different MVI techniques must be taken into account.

Unfortunately, all the algorithms for exact reliability evaluation in network models fall in the NP-hard category, being difficult to apply for large networks, such as social networks. In these cases, other techniques for approximate evaluation can be applied, especially the Monte Carlo simulation (see, for example, [20]-[22]). Even so, the SDP algorithms for exact evaluation of two-terminal network reliability are still necessary for the validation of simulation programs.

Another approach for this SDP problem is based on binary decision diagrams (BDDs), as presented in [12], [23] [24]. This is a subject for a future work.


Fig. 3. Network models for a comparative study of the MVI methods.

TABLE IV. COMPARATIVE RESULTS FOR SOME MVI METHODS

| Network models <br> presented in Fig. 3 | Number <br> of minimal <br> paths | Number of disjoint products |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | CAREL [2] | KDH88 [17] | HM [19] | NMVI |  |
| a)node, 15-link | 14 | - | 23 | 27 | - | 23 |
| b) 9-node, 13-link | 18 | 27 | 30 | 31 | - | 25 |
| c) 11-node, 21-link | 18 | 82 | 94 | 101 | - | 82 |
| d) 8-node, 12-link | 24 | 41 | 39 | 41 | 38 | 38 |
| e) 8-node, 13-link | 29 | 77 | 76 | 75 | 77 | 77 |
| f) 9-node, 14-link | 44 | 90 | 82 | 87 | 80 | 82 |
| g) 10-node, 21-link | 64 | 305 | 309 | - | - | 298 |
| h) 13-node, 21-link | 281 | - | 2491 | - | 2302 | 2269 |
| i) 20-node, 30-link | 780 | - | 54032 | - | 46707 | 48696 |
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## Introduction

Rapid increase of density in the integrated circuits has an immediate effect upon memory testing. On one hand, the capacity of random-access memories chips enhances, thus increasing the test time and cost; on the other hand, the density of memory circuits grows, therefore more failure modes and faults need to be taken into account in order to obtain a good quality product. Accordingly, there are two conflicting constraints that need to be dealt with when considering a test algorithm: reducing the number of memory operations in order to permit large capacity memories to be tested in an appropriate period of time and covering a larger variety of memory faults [1, 2].

As a result of the increasing coupling effect triggered by the growing density of memory circuits, the patternsensitive fault (PSF) is becoming an important fault model [3-5]. The PSF model is a type of coupling fault, with several aggressor cells ( 4,9 etc.) and only one victim cell. In this work, the neighborhood PSF (NPSF) has been considered. This is a particular PSF, in which the aggressor cells are located in the physical neighborhood of the victim cell. The NPSF model was first defined by Hayes in 1980 [3]. He also devised a memory test for this model [3]. Soon after that, Suk and Reddy have proposed a new memory test [6] based on a bipartite method. This test divides the memory cells into two partitions and applies a sequence of transitions to cover all possible victim-aggressor combinations. Unfortunately, for the memory chips currently used, the test proposed by Suk and Reddy needs a long time to perform. In 2002, other more efficient March tests were given by Cheng, Tsai, and Wu, namely: CM79 N and March-100N [7]. More recently, Julie, Wan Zuha and Sidek use a modified version of March-100N for diagnosis of SRAM [8]. In all these papers the authors have limited themselves only to the class of simple faults. In this work, we have also focused on the problem of testing the linked neighborhood pattern-sensitive faults.

## Notations, definitions and fault classifications

An operation sequence that results in a difference between the observed and the expected memory behaviour is called a sensitizing operation sequence ( $S$ ). The observed memory behaviour that deviates from the expected one is called faulty behaviour $(F)$. In order to specify a certain fault, one has to specify the $S$, together with the corresponding faulty behaviour $F$, and the read result $(R)$ of $S$, in case it is a read operation. The combination of $S, F$ and $R$ for a given memory failure is called a Fault Primitive (FP), and is usually denoted as $\langle S / F / R\rangle$. The concept of FPs allows for establishing a complete framework of all memory faults. Some classifications of FPs can be made based on different and independent factors of $S$ [9]:
a) Depending on the number of simultaneous operations required in the $S$, FPs are classified into singleport and multi-port faults:

- single-ports faults: These are FPs that require at the most one port in order to sensitize a fault. Note that single-port faults can be sensitized in single-port as well as in multi-port memories,
- multi-port faults: These are FPs that can only sensitize a fault by performing two or more operations simultaneously via different ports.
b) Depending on the number of sequential operations required in the $S$, FPs are classified into static faults and dynamic faults. Let $\# O$ be the number of different operations carried out sequentially in a $S$ :
- static faults: These are FPs which sensitize a fault by performing at most one operation in the memory ( $\# O=0$ or $\# O=1$ ),
- dynamic faults: These are FPs that perform more than one operation sequentially in order to sensitize a fault ( $\# O>1$ ).
c) Depending on the way FPs manifest themselves, they can be divided into simple faults and linked faults:
- simple faults: These are faults which cannot be influenced by another fault. That means that the behaviour of a simple fault cannot change the behaviour of another one; therefore masking cannot occur,
- linked faults: These are faults that do influence the behaviour of each other. That means that the behaviour of a certain fault can change the behaviour of another one such that masking can occur. Note that linked faults consist of two or more simple faults.
In this work, single-port, static faults are considered. From here on, the term 'fault' refers to a single-port, static, simple fault and the term 'linked fault' means single-port, static, linked fault.

The following notations are usually used to describe operations on RAMs:

- $\quad r 0$ ( $r 1$ ) denotes a read 0 (1) operation from a cell;
- $\quad w 0$ ( $w 1$ ) denotes a write 0 (1) operation into a cell;
- $\quad \uparrow(\downarrow)$ denotes an up (down) transition due to a certain sensitizing operation.


## The neighborhood pattern-sensitive fault model

RAM faults can also be divided into single-cell and multi-cell faults. Single-cell faults consist of FPs involving a single cell, while multi-cell faults consists of FPs involving more than one cell. In this work, we consider a particular class of multi-cell faults (also called coupling faults), namely the pattern sensitive faults (PSF). The PSF is a coupling fault, which affects the content of a memory cell (called the victim cell or the base cell), or the ability to change its content, when other memory cells (called aggressor cells) have certain patterns. It is unnecessary and unrealistic to consider all possible patterns of all the memory cells, therefore simplified models of neighborhood pattern sensitive faults (NPSF) have been introduced. In these models, the aggressor cells are limited to the physical neighborhood of the victim cell. Depending on the number of aggressor cells, NPSF can be divided into several types, but only two of those are more commonly used: Type-1 NPSF and Type-2 NPSF, with four and eight aggressor cells, respectively, as illustrated in Fig. 1 [10].

Like in the most previous works, in this paper only the Type-1 NPSF has been considered.

Due to the features of the NPSF model, the general notation for a FP is particularized, thus in the rest of this paper a FP is denoted as $<$ N W E S; $\mathrm{B} / \mathrm{B}_{\mathrm{f}}>$ [7], where:

- N, W, E, S describes the sensitizing value or operation in the aggressor cells, placed as presented in Fig. 1a;
- B describes the correct value or transition in the base cell;
- $\quad B_{f}$ shows the faulty value or transition of the base cell.
Note that $\mathrm{N}, \mathrm{W}, \mathrm{E}, \mathrm{S}, \mathrm{B}$ and $\mathrm{B}_{\mathrm{f}} \in\{0,1, \uparrow, \downarrow\}$.
Depending on the behavior of the fault, the NPSFs can be divided into three classes [10], namely:
- Static NPSF (SNPSF): the base cell is forced to a certain value when the aggressor cells have a certain pattern. An example of a static NPSF is $\mathrm{FP}_{1}=<0100 ; 0 / 1>$, where the base cell is forced to 1 when the aggressor cells have the pattern 0100;
- Passive NPSF (PNPSF) reflects the impossibility of the base cell to execute a transition due to the existence of a certain pattern in the aggressor cells. An example of a PNPSFs is $\mathrm{FP}_{2}=<1100$; $\downarrow / 1>$, where the base cell cannot switch from 1 to 0 because the aggressor cells have the pattern 1100;
- Active NPSF (ANPSF): a certain transition in one of the aggressor cells forces the victim cell to change its value when the other aggressor cells (also called enabling cells) have a certain pattern. An example of this class of faults is $\mathrm{FP}_{3}=<10 \uparrow 0 ; 0 / 1>$, where a transition in the E cell causes the base cell to flip from 0 to 1 when the $\mathrm{N}, \mathrm{W}$ and S cells have the pattern 100 .
The model of NPSFs we have considered can be entirely described by the set of FPs presented in Table 1. There are 192 fault primitives of which 32 SNPSFs, 32 PNPSFs, and 128 ANPSFs.

a)

b)

Fig. 1. Common types of neighborhood pattern sensitive faults: a - Type-1 NPSF; b - Type-2 NPSF

The linked neighborhood pattern-sensitive faults are NPSFs that influence the behavior of each other, such that masking can occur. Therefore, they are more difficult to detect.

Table 1. List of NPSF Primitives

| Fault primitives |  | Fault type |
| :---: | :---: | :---: |
| <xyzt; 0/1> | $x, y, z, t \in\{0,1\}$ | SNPSF |
| <xyzt; 1/0> | $x, y, z, t \in\{0,1\}$ |  |
| $\langle x y z t ; \uparrow / 0\rangle$ | $x, y, z, t \in\{0,1\}$ | PNPSF |
| <xyzt; $\downarrow / 1>$ | , $, z, t \in\{0$, |  |
| <xyz个; 0/1> |  |  |
| <xyz ${ }^{\text {c }}$; o / $1>$ |  |  |
| <xyz个; $1 / 0\rangle$ |  |  |
| <xyz ${ }^{\text {c }}$, 1/0> |  |  |
| <xy $z^{\text {; }}$ o / $1>$ |  |  |
| <xy ${ }^{\text {c }}$; o / $1>$ |  |  |
| <xy ${ }^{\text {c }}$; 1/o> |  |  |
| <xy ${ }^{\text {c }}$; 1/0> |  | ANPSF |
| $\langle x \uparrow y z ; 0 / 1\rangle$ | $x, y, z \in\{0,1\}$ | ANPSF |
| $\langle x \downarrow y z ; 0 / 1>$ |  |  |
| $\langle x \uparrow y z ; 1 / 0\rangle$ |  |  |
| $\langle x \downarrow y z ; 1 / 0\rangle$ |  |  |
| <¢xyz; 0/1> |  |  |
| < $\downarrow x y z ; 0 / 1>$ |  |  |
| <¢xyz; 1/0> |  |  |
| < $\downarrow x y z ; 1 / 0\rangle$ |  |  |

A linked fault consists of two or more FPs (even number) with contrary effects on the same victim (base) cell. For example, take a NPSF fault in which an up transition into cell W changes the state of cell B from 1 to 0 , when the enabling cells have the pattern 100 , whereas an up transition into cell S changes the state of cell B from 0 to 1 , when the enabling cells have the pattern 011 . This is a linked fault that can be modeled by two FPs: $\mathrm{FP}_{1}=<1 \uparrow 00$; $1 / 0>$, and $\mathrm{FP}_{2}=<011 \uparrow ; 0 / 1>$.

Even though there are many papers that deal with the issue of linked faults, such as [11] for two-cell linked faults, or [14] for three-cell linked faults, we do not know any work treating this model of linked NPSFs.

## A new memory test - March-76N

In order to describe the memory test, first some notations regarding the March tests are given. Usually, a complete March test is delimited by ' $\{\ldots\}$ ' bracket pair, while a March element is delimited by the '(...)' bracket pair. March elements are separated by semicolons, and the operations within a March element are separated by commas. Note that all operations of a March element are performed at a certain address, before proceeding to the next address. The whole memory is checked homogeneously in either one of two orders: ascending address order ( $\Uparrow$ ) or descending address order $(\downarrow)$. When the address order is not relevant, the symbol $\mathbb{\imath}$ is used.

As stated in [7], if a certain March element is applied to a solid background (all ones or all zeros), when we are reading from or writing to a cell C , then all the cells with higher address than C have the same state, while those with lower address than C also have the same state. So, most of the NPSF faults cannot be activated by applying March elements to these solid backgrounds. Therefore, the necessity of a March test that runs under several different backgrounds arises. These are called multibackground March tests [12, 13].

The test we propose, called March-76N, uses sixteen different backgrounds, denoted by $\mathrm{BG}_{0}, \mathrm{BG}_{1}, \ldots, \mathrm{BG}_{15}$, as presented in Fig. 2. For a certain cell, let $a$ be the value within the background, and $b$ the complement of $a$. For example, when initializing the memory with BG1, $a$ is 0 for the lines $1,3,4,6,7,9$ etc. of the memory, and 1 for lines 2, 5, 8 etc. These backgrounds were selected for the test in order to create all victim-aggressor combinations necessary for activating all the faults in the NPSF model.

March-76N forms an alternating series of March elements and background changes (as Cockburn proposed in [15]) and has the following structure:

$$
\left\{\widehat{\mathbb{I}}(w 0) ;\left[\Uparrow(r a, w b) ; \Uparrow(r b, w a) ; \mathrm{CBG}_{i}\right], i=1,2, \ldots, 16\right\},(1)
$$

where $\mathrm{CBG}_{i}$ is a sequence for checking and changing from the current background to the next. More exactly, the sequence $\mathrm{CBG}_{i}$ has the following meaning:

- $\mathrm{CBG}_{i}, i=1,2, \ldots, 15$, changes the background from $\mathrm{BG}_{i-1}$ to $\mathrm{BG}_{i}$. Note that when changing from one background to the next, only the cells that must change states are written. Each write operation is also preceded
(for checking) by a read operation. We can observe in Fig. 2 that the backgrounds were ordered such as the difference between every two successive backgrounds consists of three out of the nine cells so that all background changes affect only a trinity of the cells.
- $\mathrm{CBG}_{16}$ reads the whole memory for the finally checking $\left(\mathrm{CBG}_{16}=\mathbb{I}(r a)\right)$.
Consequently, March-76N comprises the following operations:
- $\quad N$ operations for the first initialization;
- $[2 N+2 N+2 \times 3 N / 9] \times 15=70 N$ operations, for the first fifteen series of March elements and background changes;
- $2 N+2 N+N=5 N$, for the sixteenth series of


Fig. 2. The 16 backgrounds for the test March-76N
March elements and final checking.
Therefore, the length of March-76N is $N+70 N+5 N=$ 76 N .

A simulation study has been made in order to determine whether March-76N covers all simple and also all linked NPSFs. Taking into account that the patterns of the backgrounds used by this test are composed of $3 \times 3$ cells, for the simulation study, the memory cells have been divided into nine mutually disjoint subsets. These are denoted by $\mathrm{S}_{1}, \mathrm{~S}_{2}, \ldots, \mathrm{~S}_{9}$, depending on their location. Let $r$ and $c$ be the row address and the column address, respectively, of a memory cell. The cell with the address ( $r, c$ ) belongs to a certain subset according to the following rule:

$$
\text { the cell }(r, c) \in\left\{\begin{array}{l}
\mathrm{S}_{1}, \text { if } c \% 3=0 \text { and } r \% 3=0,  \tag{2}\\
\mathrm{~S}_{2}, \text { if } c \% 3=0 \text { and } r \% 3=1, \\
\mathrm{~S}_{3}, \text { if } c \% 3=0 \text { and } r \% 3=2, \\
\mathrm{~S}_{4}, \text { if } c \% 3=1 \text { and } r \% 3=0, \\
\mathrm{~S}_{5}, \text { if } c \% 3=1 \text { and } r \% 3=1, \\
\mathrm{~S}_{6}, \text { if } c \% 3=1 \text { and } r \% 3=2, \\
\mathrm{~S}_{7}, \text { if } c \% 3=2 \text { and } r \% 3=0, \\
\mathrm{~S}_{8}, \text { if } c \% 3=2 \text { and } r \% 3=1, \\
\mathrm{~S}_{9}, \text { if } c \% 3=2 \text { and } r \% 3=2,
\end{array}\right.
$$

where "\%" denotes the modulo operation.

For a memory array with 8 rows and 8 columns, these nine subsets of cells are illustrated in Fig. 3.

|  | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | $\mathrm{S}_{1}$ | $\mathrm{S}_{4}$ | $\mathrm{S}_{7}$ | $\mathrm{S}_{1}$ | $\mathrm{S}_{4}$ | $\mathrm{S}_{7}$ | $\mathrm{S}_{1}$ | $\mathrm{S}_{4}$ |
| 1 | $\mathrm{S}_{2}$ | $\mathrm{S}_{5}$ | S8 | $\mathrm{S}_{2}$ | $\mathrm{S}_{5}$ | S8 | $\mathrm{S}_{2}$ | $\mathrm{S}_{5}$ |
| 2 | $\mathrm{S}_{3}$ | S6 | $\mathrm{S}_{9}$ | $\mathrm{S}_{3}$ | S6 | $\mathrm{S}_{9}$ | $\mathrm{S}_{3}$ | S6 |
| 3 | $\mathrm{S}_{1}$ | $\mathrm{S}_{4}$ | $\mathrm{S}_{7}$ | $\mathrm{S}_{1}$ | $\mathrm{S}_{4}$ | $\mathrm{S}_{7}$ | $\mathrm{S}_{1}$ | $\mathrm{S}_{4}$ |
| 4 | $\mathrm{S}_{2}$ | $\mathrm{S}_{5}$ | S8 | $\mathrm{S}_{2}$ | $\mathrm{S}_{5}$ | S8 | $\mathrm{S}_{2}$ | $\mathrm{S}_{5}$ |
| 5 | $\mathrm{S}_{3}$ | S6 | S9 | $\mathrm{S}_{3}$ | S6 | S 9 | $\mathrm{S}_{3}$ | S6 |
| 6 | $\mathrm{S}_{1}$ | $\mathrm{S}_{4}$ | $\mathrm{S}_{7}$ | $\mathrm{S}_{1}$ | $\mathrm{S}_{4}$ | $\mathrm{S}_{7}$ | $\mathrm{S}_{1}$ | $\mathrm{S}_{4}$ |
| 7 | $\mathrm{S}_{2}$ | $\mathrm{S}_{5}$ | S8 | $\mathrm{S}_{2}$ | $\mathrm{S}_{5}$ | S8 | $\mathrm{S}_{2}$ | $\mathrm{S}_{5}$ |

Fig. 3. The cell subsets for an $8 \times 8$ memory chip array

Note that every memory cell that belongs to the same cell subset will support the same operations during the test March-76N. Moreover, if two base cells belong to the same subset, their aggressor cells will support, respectively, the same initializations. Hence, for the simulation study, only nine locations (one for each subset) have to be considered for the base cell.

For the linked fault coverage evaluation, the linked faults consisting of two simple faults have been considered. There are 96 NPSFs that flip the base cell from 0 to 1 and 96 that flip it from 1 to 0 . Consequently, a total of $96 \times 96=9216$ linked faults have been considered for the simulation study.

The conclusion of the study is that March-76N covers entirely the model of simple and linked NPSFs.

Theorem: March-76N is able to detect all simple and linked NPSFs in our model.

Table 2. Bit sequence for each background and for each subset of base cell

|  |  | $\mathbf{S}_{1}$ |  |  |  | $\mathbf{S}_{2}$ |  | $\mathrm{S}_{3}$ |  | $\mathrm{S}_{4}$ |  | $\mathbf{S}_{5}$ |  | $\mathbf{S}_{6}$ |  | $\mathbf{S}_{7}$ |  | S8 |  | $\mathbf{S}_{9}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| BGo | OOO 0 |  | O |  | $\mathrm{I}_{1}$ | 0 | $\mathrm{I}_{1}$ | 0 | $\mathrm{I}_{1}$ | 0 | $\mathrm{I}_{1}$ | 0 | $\mathrm{I}_{1}$ | 0 | $\mathrm{I}_{1}$ | 0 | $\mathrm{I}_{1}$ | 0 | $\mathrm{I}_{1}$ | 0 | $\mathrm{I}_{1}$ |
|  |  | $\bigcirc$ | 0 | 0 |  | 000 |  | 0 O 0 |  | OOO |  | 0 O 0 |  | 0 O 0 |  | 000 |  | 0 O 0 |  | 000 |  |
|  | $\mathrm{O}_{0} \mathrm{O} \mathrm{O}$ |  | 0 |  |  | 0 |  | 0 |  | 0 |  | 0 |  | 0 |  | O- |  | O |  | 0 |  |
| $\mathbf{B G}_{1}$ | O 0 O 0 |  | O |  | $\mathrm{I}_{2}$ | 0 | $\mathrm{I}_{16}$ | 1 | $\mathrm{I}_{3}{ }^{\prime}$ | 0 | $\mathrm{I}_{2}$ | 0 | $\mathrm{I}_{16}$ | 1 | $\mathrm{I}_{3}{ }^{\prime}$ | 0 | $\mathrm{I}_{2}$ | O | $\mathrm{I}_{16}$ | 1. | $\mathrm{I}_{3}{ }^{\prime}$ |
|  | 1111 | o | o | O |  | 111 |  | 0 O 0 |  |  |  | 11.1 |  | 010 |  | 000 |  | 111 |  | 000 |  |
|  | O O |  | 1 |  |  | O |  | 0 |  | 1 |  | 0 |  | O |  | 11 |  | O-1 |  | O |  |
| $\mathbf{B G}_{2}$ | 1 1 1 <br> 1   |  | $\bigcirc$ |  | $\mathrm{I}_{3}$ | 1 | $\mathrm{I}_{2}$ | 1 | I16' | 0 | $\mathrm{I}_{3}$ | 1 | $\mathrm{I}_{2}{ }^{\prime}$ | 1 | I16' | 0 | $\mathrm{I}_{3}$ | 1 | $\mathrm{I}_{2}{ }^{\prime}$ | 1 | I16' |
|  | 1 1 1 <br>    | 1 | 1 | 1 |  | 111 |  | 0100 |  | 11.1 |  | 1 1 |  | 0 O 0 |  | 111 |  |  |  | 000 |  |
|  |  |  | 1 |  |  | 0 |  | $1{ }^{1}$ |  | 11 |  | $\bigcirc$ |  | 11 |  | 1 |  | 0 |  | $1{ }^{1}$ |  |
| $\mathrm{BG}_{3}$ | 0 1 1 <br>    |  | 1 |  | $\mathrm{I}_{4}$ | 0 | $\mathrm{I}_{7}$ | 0 | $\mathrm{I}_{5}{ }^{\prime}$ | 0 | $\mathrm{I}_{9}{ }^{\prime}$ | 1 | I8 | 1 | $\mathrm{I}_{14}$ | $\bigcirc$ | $\mathrm{I}_{10}$ | 1 | $\mathrm{I}_{11}{ }^{\prime}$ | 1 | $\mathrm{I}_{15}{ }^{\prime}$ |
|  | 0 1 1 <br>    | 1 | o | 1 |  | $1{ }^{1} 1$ |  | $0{ }^{\circ} 10$ |  | O 111 |  | O |  | 10 |  | 110 |  | 110 |  | $\mathrm{O}_{0} \mathrm{O} 1$ |  |
|  | $1{ }^{1} \mathrm{O}$ |  | 0 |  |  | 1 |  | $\bigcirc$ |  | 1 |  | $\bigcirc$ |  | 1 |  | 1 |  | $\bigcirc$ |  | 1 |  |
| $\mathrm{BG}_{4}$ | 0 1 1 <br>    |  | 1 |  | $\mathrm{I}_{5}$ | - ${ }^{-1}$ | $\mathrm{I}_{4}{ }^{\prime}$ | 1 | $\mathrm{I}_{7}$ | O | $\mathrm{I}_{14}{ }^{\prime}$ | 1 | I9 | 0 | I8' | O 0 | $\mathrm{I}_{15}$ | 1 | $\mathrm{I}_{10}{ }^{\prime}$ | 0 | $\mathrm{I}_{11}$ |
|  | $1{ }^{1} \mathrm{O} 0$ | 1 | $\bigcirc$ | 1 |  | O 10 |  | 010 |  | ${ }^{0} 1.1$ |  | 100 |  | 100 |  | 110 |  | 0 O |  | 001 |  |
|  | $1{ }^{1} 0$ |  | 1 |  |  | 1 |  | O |  | O |  | o |  | 1 |  | - |  | $\bigcirc$ |  | 1 |  |
| $\mathbf{B G}_{5}$ | 10 O |  | 1 |  | I6 | 1 | I6 | 1 | I6 | O | $\mathrm{I}_{13}{ }^{\prime}$ | 0 | $\mathrm{I}_{13}{ }^{\prime}$ | O | $\mathrm{I}_{13}{ }^{\prime}$ | $\bigcirc$ | $\mathrm{I}_{12}$ | O | $\mathrm{I}_{12}$ | O | $\mathrm{I}_{12}$ |
|  | 100 | 0 | 1 | 0 |  | 010 |  | 0 1 0 <br> -1   |  | 10 O |  | 10 O |  | 10 O |  | 0 O 01 |  |  |  | $\mathrm{O}_{0} \mathrm{O} 1$ |  |
|  | 10 O |  | 1 |  |  | 1 |  | 1. |  | - |  | 0 |  | 0 |  | $\bigcirc$ |  | 0 |  | O |  |
| BG6 | 100 |  | 1 |  | $\mathrm{I}_{7}$ | 1 | $\mathrm{I}_{5}$ | 0 | $\mathrm{I}_{4}{ }^{\prime}$ | 0 | I8' | 0 | $\mathrm{I}_{14}{ }^{\prime}$ | 1 | $\mathrm{I}_{9}$ | 0 | $\mathrm{I}_{11}$ | $\bigcirc$ | $\mathrm{I}_{15}$ | 1 | $\mathrm{I}_{10}{ }^{\prime}$ |
|  | 0 1 | O | 1 | 0 |  | 101 <br> 1 |  | $0 \cdot 10$ |  | 100 |  | 0 1 1 |  | 100 |  | $0{ }^{0} 011$ |  | 1110 |  | ${ }^{0} \mathrm{O} 1$ |  |
|  | $10^{\circ} \mathrm{O}$ |  | $\bigcirc$ |  |  | 1 |  | $1{ }^{1}$ |  | 1 |  | - |  | $\bigcirc$ |  | $1{ }^{1}$ |  | $\bigcirc$ |  | $\bigcirc$ |  |
| $\mathbf{B G}_{7}$ | 1 1 0 <br> 10   |  | 1 |  | I8 | 1 | $\mathrm{I}_{14}$ | 0 | Ig' | 1 | $\mathrm{I}_{11}{ }^{\prime}$ | 1 | $\mathrm{I}_{15}{ }^{\prime}$ | 0 | $\mathrm{I}_{10}$ | O | $\mathrm{I}_{7}{ }^{\text {' }}$ | O | $\mathrm{I}_{5}{ }^{\prime}$ | 1 | $\mathrm{I}_{4}$ |
|  | 0 0 1 <br>    | 0 | 1 | 1 |  | 100 |  | 011 <br> 1 |  | 110 |  |  |  | 110 |  | 101 |  | ${ }^{0} 10$ |  | $1{ }^{1} 1$ |  |
|  | 11.0 |  | o |  |  | 1 |  | 1 |  | O |  | 1 |  | 1 |  | 1 |  | 0 |  | 0 |  |
| BG8 | 0 0 1 <br>    |  | 1 |  | $\mathrm{I}_{9}$ | 0 | I8' | 0 | $\mathrm{I}_{14}{ }^{\prime}$ | 1 | $\mathrm{I}_{10}{ }^{\prime}$ | 0 | $\mathrm{I}_{11}$ | 0 | $\mathrm{I}_{15}$ | $\bigcirc$ | $\mathrm{I}_{4}{ }^{\prime}$ | 1 | $\mathrm{I}_{7}$ | 1 | $\mathrm{I}_{5}$ |
|  |  | 1 | 0 | 0 |  | 100 |  | 0 |  | O 0 O 1 |  | 0 0 1 |  | 110 |  | $0{ }^{0} 10$ |  | $0{ }^{0} 10$ |  | $1{ }^{1} \mathrm{O} 1$ |  |
|  | $1{ }^{1} 10$ |  | 0 |  |  | 1. |  | 0 |  | $\bigcirc$ |  | 1 |  | 0 |  | 1 |  | $\bigcirc$ |  | 1 |  |
| $\mathrm{B}_{9}$ | 1 0 1 <br>    |  | 0 |  | ( 10 | 11 | $\mathrm{I}_{11}{ }^{\prime}$ | 1 | $\mathrm{I}_{15}{ }^{\prime}$ | 1 <br> 1 | $\mathrm{I}_{4}$ | O\| 0 | $\mathrm{I}_{7}{ }^{\prime}$ | $\bigcirc$ | $\mathrm{I}_{5}{ }^{\prime}$ | O | $\mathrm{I}_{9}{ }^{\prime}$ | 1 <br> 1 <br> 1 | I8 | 1 | $\mathrm{I}_{14}$ |
|  | 1 0 1 | 1 | 1 | 0 |  | 110 |  | 0 O 01 |  | 101 |  | $10^{1} 1$ |  | 01 1 <br>   |  | $0{ }_{0}^{0} 11$ |  | $0{ }^{0} 1.1$ |  | 100 |  |
|  | 0 1 0 |  | 1 |  |  | O-1 |  | -1 |  | O-1 |  | $1{ }^{1} 1$ |  | O-1 |  | -11 |  | O-1 |  | 1 |  |
| $\mathbf{B G}_{10}$ | 0 1 0 <br> 1   |  | 0 |  | I 11 | $\bigcirc$ | $\mathrm{I}_{15}$ | 1 | $\mathrm{I}_{10}{ }^{\prime}$ | 1 | $\mathrm{I}_{7}$ | 1 | $\mathrm{I}_{5}$ | 0 | $\mathrm{I}_{4}{ }^{\prime}$ | $\bigcirc$ | Is' | $\bigcirc$ | $\mathrm{I}_{14}{ }^{\prime}$ | 1 | $\mathrm{I}_{9}$ |
|  | 1 0 1 | 0 | 0 | 1 |  | 110 |  | 0 0 1 |  | ${ }^{0} 10$ |  |  |  | 0 1 |  | 100 |  | 0 11 |  | 100 |  |
|  | 0 10 |  | 1 |  |  | O |  | 0 |  | O |  | 1 |  | 1. |  | 11-1 |  | $\bigcirc$ |  | 0 |  |
| $\mathbf{B G}_{11}$ | 0 1 0 <br> 0   |  | O |  | $\mathrm{I}_{12}$ | 0 | $\mathrm{I}_{12}$ | 0 | $\mathrm{I}_{12}$ | 1 | I6 | ${ }^{1} 1$ | I6 | 11 | I6 | ${ }^{-1}$ | $\mathrm{I}_{13}{ }^{\prime}$ | ${ }^{\circ} \mathrm{O}$ | $\mathrm{I}_{13}{ }^{\prime}$ | $\bigcirc$ | $\mathrm{I}_{13}{ }^{\prime}$ |
|  | 0 1 0 <br> 0   | $\bigcirc$ | 0 | 1 |  |  |  | 0 0 <br>  1 |  | ${ }_{0}^{0} 10$ |  | 0 1 0 <br>    |  | 0 1 0 |  | 100 |  | 10 |  | 100 |  |
|  | ${ }^{0} 110$ |  | 0 |  |  | $\bigcirc$ |  | $\bigcirc$ |  | 1 |  | 1 |  | 1 |  | O |  | O |  | 0 |  |
| BG12 | 1 1 0 <br> 1 0  |  | 1 |  | $\mathrm{I}_{13}$ | 1 | $\mathrm{I}_{13}$ | 1 | $\mathrm{I}_{13}$ | 1 | $\mathrm{I}_{12}$ | 1 | $\mathrm{I}_{12}$ | 11 | $\mathrm{I}_{12}$ | $\bigcirc$ | I6' | 0 | I6' | 0 | I6' |
|  | 11.0 | 0 | 1 | 1 |  | 0 1 |  | 0 1 <br>  1 |  | 110 |  | 1110 |  | 110 |  | 101 |  |  |  | $1{ }^{1} \mathrm{O} 1$ |  |
|  | 110 |  | 1 |  |  | 1 |  | 1 |  | 11 |  | 1 |  | 1 |  | O |  | 0 |  | 0 |  |
| $\mathbf{B G}_{13}$ | 0 <br> 0 $\mathbf{O}$ |  | 1 |  | $\mathrm{I}_{14}$ | 0 | $\mathrm{I}_{9}{ }^{\prime}$ | 1 | I8 | 1 | $\mathrm{I}_{15}{ }^{\prime}$ | 0 | $\mathrm{I}_{10}$ | 1 | $\mathrm{I}_{11}{ }^{\prime}$ | $\bigcirc$ | $\mathrm{I}_{5}{ }^{\prime}$ | 1 | $\mathrm{I}_{4}$ | 0 | $\mathrm{I}_{7}{ }^{\prime}$ |
|  | 11. | 1 | O | o |  | 011 |  | 011 |  |  |  | 11.0 |  | 11.0 |  |  |  | $1{ }^{1} 01$ |  | $1{ }^{0} 1$ |  |
|  | 110 |  | 1 |  |  | 1 |  | 0 |  | 1 |  | 1 |  | $\bigcirc$ |  | 0 |  | 0 |  | 1 |  |
| $\mathrm{BG}_{14}$ | 1 0 1 <br>    |  | $\bigcirc$ |  | $\mathrm{I}_{15}$ | 1 | $\mathrm{I}_{10}{ }^{\prime}$ | 0 | $\mathrm{I}_{11}$ | 1 | $\mathrm{I}_{5}$ | 0 | $\mathrm{I}_{4}{ }^{\prime}$ | 1 | $\mathrm{I}_{7}$ | 0 | $\mathrm{I}_{14}{ }^{\prime}$ | 1 | $\mathrm{I}_{9}$ | 0 | I8' |
|  | 0 | 1 | 10 | 0 |  | $0{ }^{0} 1$ |  |  |  | $1{ }^{1} \mathrm{O} 1$ |  | 0 1 |  | 0 1 |  | 0 <br> 0 |  | 100 |  | 100 |  |
|  | 01 <br> 0 |  | 0 |  |  | $\bigcirc$ |  | 1 |  | 1. |  | 1 |  | $\bigcirc$ |  | O |  | $\bigcirc$ |  | 1 |  |
| $\mathbf{B G}_{15}$ | 1 1 1 <br>    |  | 0 |  | $\mathrm{I}_{16}$ | $1{ }^{1}$ | $\mathrm{I}_{3}$ | 0 | $\mathrm{I}_{2}$ | O | $\mathrm{I}_{16}$ | 1  <br> 1  |  | 0 |  | $\bigcirc$ |  | ${ }_{-1} 1$ |  | $\bigcirc$ |  |
|  | O 00 | 1 | 1 | 1 |  | 000 |  | 0 O 0 |  | 111 |  | OOO | $\mathrm{I}_{3}{ }^{\prime}$ | 0 OO | $\mathrm{I}_{2}$ | 111 | $\mathrm{I}_{16}$ | O 00 | $\mathrm{I}_{3}{ }^{\prime}$ | 000 | $\mathrm{I}_{2}$ |
|  | 0 O |  | O |  |  | 0 |  |  |  | o |  |  |  |  |  |  |  | $\bigcirc$ |  |  |  |

## Proof：

A．March－76N is able to detect all simple NPSFs．
When the memory is initialized with a certain background，this causes the appearance of different bit sequences in neighborhoods that have the base cell in different subsets．For example，when the memory is initialized with $\mathrm{BG}_{2}$ ，if the base cell belongs to $\mathrm{S}_{1}$ ，its neighborhood contains the bit sequence presented in Fig． 4 a ，and if the base cell belongs to $\mathrm{S}_{5}$ ，its neighborhood consists of the bit sequence presented in Fig．4b．

Table 2 presents for each background，the bit sequences that appear in the neighborhood of the base cell when it belongs to each subset．Note that，whichever subset the base cell belongs to，the initialization of the memory cells with all backgrounds will determine the appearance of all 16 possible bit sequences or their complements （denoted by $\mathrm{I}_{1}, \mathrm{I}_{2}, \ldots, \mathrm{I}_{16}$ ，and $\mathrm{I}_{1}{ }^{\prime}, \mathrm{I}_{2}^{\prime}, \ldots \mathrm{I}_{16}$ ，respectively，as shown in Table 3）in a different order．

On the other hand，another simulation study has been made in order to determine which faults are detected by applying each March element of the memory test on each of the 16 bit sequences．

Table 3 shows these faults grouped by the test sequence that detects them．Each of the sixteen series of our test is composed of three test sequences（two March elements and a test sequence for changing the background） identified with a superscript $(x)$ ，where $x \in\{1,2,3\}$ ，as follows：

$$
\left[\Uparrow(r a, w b)^{(\mathbf{1})} ; \Uparrow(r b, w a)^{(\mathbf{2})} ; \mathrm{CBG}_{i}^{(3)}\right], i=1,2, \ldots, 16
$$

To simplify the writing in Table 3 ，the＇$<$＇and＇$>$＇ symbols usually used to denote a fault primitive have been neglected．Moreover，a bit sequence from a neighborhood is written as NWBES and it contains，respectively，the values in the north，west，base，east，and south cell．

Table 3 includes all 192 fault primitives of this NPSF model．Note that，by applying the two March elements（1） and（2）on a bit sequence or on their complement，the same operations are carried out in the memory，and consequently，the same memory faults are detected． Therefore，when the three test sequences in March－ 76 N are applied to all of the 16 bit sequences $\mathrm{I}_{1}, \mathrm{I}_{2}, \ldots, \mathrm{I}_{16}$ ，or to their complements，all NPSF simple faults are detected．

Note that Table 2 shows that whichever subset the base cell belongs to，applying all of the 16 backgrounds to the memory will determine the appearance in the neighborhood of the base cell of all 16 bit sequences or their complements in a different order．In conclusion， wherever the base cell is located，March－76N covers the whole model of simple NPSFs．

## B．March－76N is able to detect all linked NPSFs．

Let us consider the pairs of simple faults that can mask their effects while running the March－76N memory test．The simple faults that belong to such pairs have opposite effect upon the base cell and are both activated between two consecutive read operations of the base cell． For example，when running the test on bit sequence $I_{1}$ ，the simple faults pairs shown in Table 4 can mask their effects， hiding an incorrect behaviour of the memory．All the pairs composed of two active and／or passive simple faults that

Table 3．Faults detected by each bit sequence within March－76N

| Bit sequence | Notation | NPSF faults（grouped by the test sequences that detect them） |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | （1） | （2） |  | （3） |
| 00000 | $\mathrm{I}_{1}$ | $\begin{aligned} & \uparrow 000 ; 0 / 1 \\ & 1 \uparrow 00 ; 0 / 1 \end{aligned}$ | $\begin{aligned} & \hline 1100 ; \uparrow / \mathrm{o} \\ & 1100 ;-/ \mathrm{o} \\ & 11 \uparrow 0 ; 1 / \mathrm{o} \\ & 111 \uparrow ; 1 / \mathrm{o} \\ & \hline \end{aligned}$ | $\begin{aligned} & \downarrow 111 ; 1 / \mathrm{o} \\ & \mathrm{O} \downarrow 11 ; 1 / \mathrm{o} \end{aligned}$ | $\begin{aligned} & \text { 0011; } \downarrow / 1 \\ & \text { oo11; -/1 } \\ & \text { oo } \downarrow 1 ; 0 / 1 \\ & \text { ooo } \downarrow ; 0 / 1 \\ & \hline \end{aligned}$ |
| 00001 | I2 | $\begin{aligned} & \uparrow 001 ; 0 / 1 \\ & 1 \uparrow 01 ; 0 / 1 \end{aligned}$ | $\begin{aligned} & 1101 ; \uparrow / \mathrm{o} \\ & 110 ;-/ 0 \\ & 11 \uparrow 1 ; 1 / \mathrm{o} \\ & 111 \downarrow ; 1 / \mathrm{o} \end{aligned}$ | $\begin{aligned} & \downarrow 110 ; 1 / \mathrm{o} \\ & \mathrm{o} \downarrow 10 ; 1 / 0 \end{aligned}$ | 0010；$\downarrow / 1$ <br> 0010；－／1 <br> 00 $\downarrow 0 ; 0 / 1$ <br> 000 $\uparrow$ ；0／1 |
| 01111 | $\mathbf{I}_{3}$ | $\begin{aligned} & \uparrow 111 ; 1 / \mathrm{o} \\ & 1 \downarrow 11 ; 1 / \mathrm{o} \end{aligned}$ | $\begin{aligned} & \hline 1011 ; \downarrow / 1 \\ & 1011 ; / 1 \\ & 10 \downarrow 1 ; 0 / 1 \\ & 100 \downarrow ; 0 / 1 \end{aligned}$ | $\begin{aligned} & \downarrow 000 ; 0 / 1 \\ & \text { o个oo;o/1 } \end{aligned}$ | 0100；$\uparrow / 0$ 0100；－／o 01 $10 ; 1 / \mathrm{o}$ 011 $\uparrow$ ；1／o |
| 11010 | $\mathrm{I}_{4}$ | $\begin{aligned} & \downarrow 110 ; 0 / 1 \\ & \mathrm{o} \downarrow 10 ; \mathrm{O} / 1 \end{aligned}$ | $\begin{aligned} & \hline \text { o010; } \uparrow / \mathrm{o} \\ & \text { oo10; }-/ \mathrm{o} \\ & \text { oo } \downarrow 0 ; 1 / \mathrm{o} \\ & \text { ooo } \uparrow ; 1 / \mathrm{o} \\ & \hline \end{aligned}$ | $\begin{aligned} & \text { †001;1/o } \\ & \text { 1个01;1/o } \end{aligned}$ | $\begin{aligned} & \hline 1101 ; \downarrow / 1 \\ & 1101 ;-/ 1 \\ & 11 \uparrow 1 ; 0 / 1 \\ & 111 \downarrow ; 0 / 1 \\ & \hline \end{aligned}$ |
| 11011 | $\mathrm{I}_{5}$ | $\begin{aligned} & \downarrow 111 ; 0 / 1 \\ & \mathrm{O} \downarrow 11 ; 0 / 1 \end{aligned}$ | $\begin{aligned} & \hline \text { oo11; } \uparrow / \mathrm{o} \\ & \text { oo11; }-/ \mathrm{o} \\ & \text { oo } \downarrow 1 ; 1 / \mathrm{o} \\ & \text { ooo } \downarrow ; 1 / \mathrm{o} \\ & \hline \end{aligned}$ | $\begin{aligned} & \uparrow 000 ; 1 / \mathrm{o} \\ & 1 \uparrow 00 ; 1 / 0 \end{aligned}$ | $\begin{gathered} 1100 ; \downarrow / 1 \\ 1100 ;-/ 1 \\ 11 \uparrow 0 ; 0 / 1 \\ 111 \uparrow ; 0 / 1 \\ \hline \end{gathered}$ |
| 10101 | I6 | $\begin{aligned} & \text { Ł001;1/o } \\ & \text { ôo1;1/o } \end{aligned}$ | $\begin{aligned} & \hline 0101 ; \downarrow / 1 \\ & 0101 ;-/ 1 \\ & 01 \uparrow 1 ; 0 / 1 \\ & 011 \downarrow ; 0 / 1 \\ & \hline \end{aligned}$ | $\begin{aligned} & \uparrow 110 ; 0 / 1 \\ & 1 \downarrow 10 ; 0 / 1 \end{aligned}$ | 1010；$\uparrow / \mathrm{o}$ <br> 0101；－／o <br> 10 0 ； $1 / \mathrm{o}$ <br> 100个；1／o |
| 10100 | $\mathrm{I}_{7}$ | $\begin{aligned} & \text { し000;1/o } \\ & \text { o } \uparrow 00 ; 1 / \mathrm{o} \end{aligned}$ | $\begin{gathered} 0100 ; \downarrow / 1 \\ 0100 ;-/ 1 \\ 01 \uparrow 0 ; 0 / 1 \\ 011 \uparrow ; 0 / 1 \end{gathered}$ | $\begin{aligned} & \uparrow 111 ; 0 / 1 \\ & 1 \downarrow 11 ; 0 / 1 \end{aligned}$ | $\begin{aligned} & 1011 ; \uparrow / 0 \\ & 1011 ;-/ 0 \\ & 10 \downarrow 1 ; 1 / 0 \\ & 100 \downarrow ; 1 / 0 \end{aligned}$ |
| 10110 | I8 | $\begin{aligned} & \text { よ010;1/o } \\ & \text { ô10;1/o } \end{aligned}$ | $\begin{aligned} & \hline 0110 ; \downarrow / 1 \\ & \text { 0110;-/1 } \\ & \text { 01 } \downarrow 0 ; 0 / 1 \\ & 010 \uparrow ; 0 / 1 \\ & \hline \end{aligned}$ | $\begin{aligned} & \uparrow 101 ; 0 / 1 \\ & 1 \downarrow 01 ; 0 / 1 \end{aligned}$ | $\begin{aligned} & \hline 1001 ; \uparrow / \mathrm{o} \\ & 1001 ;-/ 0 \\ & 10 \uparrow 0 ; 1 / \mathrm{o} \\ & 101 \downarrow ; 1 / \mathrm{o} \\ & \hline \end{aligned}$ |
| 11000 | I9 | $\begin{aligned} & \downarrow 100 ; 0 / 1 \\ & \text { o } \downarrow 00 ; 0 / 1 \end{aligned}$ | 0000；$\uparrow / \mathrm{o}$ <br> 0000；－／o <br> 00个о；1／o <br> 001 $\uparrow ; 1 / \mathrm{o}$ | $\begin{aligned} & \uparrow 011 ; 1 / \mathrm{o} \\ & 1 \uparrow 11 ; 1 / \mathrm{o} \end{aligned}$ | $\begin{gathered} \hline 1111 ; \downarrow / 1 \\ 1111 ;-/ 1 \\ 11 \downarrow 1 ; 0 / 1 \\ 110 \downarrow ; 0 / 1 \\ \hline \end{gathered}$ |
| 01101 | Ito | $\begin{aligned} & \uparrow 101 ; 1 / 0 \\ & 1 \downarrow 01 ; 1 / 0 \end{aligned}$ | $\begin{aligned} & \hline 1001 ; \downarrow / 1 \\ & 1001 ;-/ 1 \\ & 10 \uparrow 1 ; 0 / 1 \\ & 101 \downarrow ; 0 / 1 \\ & \hline \end{aligned}$ | $\begin{aligned} & \downarrow 010 ; 0 / 1 \\ & 0 \uparrow 10 ; 0 / 1 \end{aligned}$ | 0110；$\uparrow / 0$ <br> 0110；－／o <br> 01 $\uparrow 0 ; 1 / 0$ <br> 010个；1／0 |
| 00011 | I 11 | $\begin{aligned} & \uparrow 011 ; 0 / 1 \\ & 1 \uparrow 11 ; 0 / 1 \end{aligned}$ | $\begin{aligned} & \text { 1111; } \uparrow / \mathrm{o} \\ & 1111 ;-/ \mathrm{o} \\ & 11 \downarrow 1 ; 1 / \mathrm{o} \\ & 110 \downarrow ; 1 / \mathrm{o} \\ & \hline \end{aligned}$ | $\begin{aligned} & \downarrow 100 ; 1 / \mathrm{o} \\ & \mathrm{o} \downarrow 00 ; 1 / \mathrm{o} \end{aligned}$ | 0000；$\downarrow / 1$ <br> 0000；－／1 <br> $00 \uparrow 0 ; 0 / 1$ <br> 001ヶ；0／1 |
| 00010 | I12 | $\begin{aligned} & \uparrow 010 ; 0 / 1 \\ & 1 \uparrow 10 ; 0 / 1 \end{aligned}$ | $\begin{aligned} & 1111 ; \uparrow / 0 \\ & 1110 ;-/ 0 \\ & 11 \downarrow 0 ; 1 / 0 \\ & 110 \uparrow ; 1 / 0 \end{aligned}$ | $\begin{aligned} & \downarrow 101 ; 1 / \mathrm{o} \\ & \mathrm{o} \downarrow 01 ; 1 / \mathrm{o} \end{aligned}$ | 0001；$\downarrow / 1$ <br> 0001；－／1 <br> $00 \uparrow 1 ; 0 / 1$ <br> $001 \downarrow ; 0 / 1$ |
| 10111 | $\mathrm{I}_{13}$ | $\begin{aligned} & \downarrow 011 ; 1 / \mathrm{o} \\ & \mathrm{o} \uparrow 11 ; 1 / \mathrm{o} \end{aligned}$ | $\begin{aligned} & \hline \text { 0111; } \downarrow / 1 \\ & \text { 0111; } / 1 \\ & \text { o1 } \downarrow 1 ; 0 / 1 \\ & \text { O10 } \downarrow ; 0 / 1 \\ & \hline \end{aligned}$ | $\begin{aligned} & \uparrow 100 ; 0 / 1 \\ & 1 \downarrow 00 ; 0 / 1 \end{aligned}$ | $\begin{aligned} & \hline 1000 ; \uparrow / 0 \\ & 1000 ;-/ 0 \\ & 10 \uparrow 0 ; 1 / 0 \\ & 101 \uparrow ; 1 / 0 \\ & \hline \end{aligned}$ |
| 11001 | I 14 | $\begin{aligned} & \downarrow 101 ; 0 / 1 \\ & \text { o } \downarrow 01 ; 0 / 1 \end{aligned}$ | 0001；$\uparrow / 0$ <br> 0001；－／o <br> 00个1；1／o <br> 001 $\downarrow$ ；1／o | $\begin{aligned} & \text { †010;1/o } \\ & \text { 1^10;1/o } \end{aligned}$ | $\begin{aligned} & \hline 1110 ; \downarrow / 1 \\ & 1110 ;-/ 1 \\ & 11 \downarrow 0 ; 0 / 1 \\ & 110 \uparrow ; 0 / 1 \\ & \hline \end{aligned}$ |
| 01100 | $\mathrm{I}_{15}$ | $\begin{aligned} & \uparrow 100 ; 1 / \mathrm{o} \\ & \text { 1 } \downarrow \mathrm{Oo} ; 1 / \mathrm{o} \end{aligned}$ | $\begin{aligned} & \hline 1000 ; \downarrow / 1 \\ & 1000 ;-/ 1 \\ & 10 \uparrow 0 ; 0 / 1 \\ & 101 \uparrow ; 0 / 1 \\ & \hline \end{aligned}$ | $\begin{aligned} & \downarrow 011 ; 0 / 1 \\ & 0 \uparrow 11 ; 0 / 1 \end{aligned}$ | $\begin{aligned} & \hline \text { 0111; } \uparrow / \mathrm{o} \\ & \text { o111;-/o } \\ & \text { o1 } \downarrow 1 ; 1 / \mathrm{o} \\ & \text { O10 } \downarrow ; 1 / \mathrm{o} \\ & \hline \end{aligned}$ |
| 01110 | I16 | $\begin{aligned} & \uparrow 110 ; 1 / \mathrm{o} \\ & 1 \downarrow 10 ; 1 / 0 \end{aligned}$ | $\begin{aligned} & 1010 ; \downarrow / 1 \\ & 1010 ; / / 1 \\ & 10 \downarrow 0 ; 0 / 1 \\ & 100 \uparrow ; 0 / 1 \end{aligned}$ | $\begin{aligned} & \downarrow 001 ; 0 / 1 \\ & \text { o } \uparrow 01 ; 0 / 1 \end{aligned}$ | 0101；$\uparrow / 0$ 0101；－／o 01个1；1／o 011 $\downarrow 1 / \mathrm{o}$ |

can be activated between two consecutive reading operations have been considered．

Table 4．Simple fault pairs that can mask their effect when applying March－76N on bit sequence $I_{1}$

| $\begin{aligned} & \uparrow 000 ; 0 / 1 \\ & 1 \uparrow 00 ; 1 / \mathrm{o} \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 1100 ; \uparrow / 0 \\ & 11 \uparrow 0 ; 0 / 1 \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 1100 ; \uparrow / 0 \\ & 111 \uparrow ; 0 / 1 \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 1100 ; \uparrow / \mathrm{o} \\ & \downarrow 111 ; 0 / 1 \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 1100 ; \uparrow / 0 \\ & 0 \downarrow 11 ; 0 / 1 \\ & \hline \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: |
| 11个0；1／0 | 11个0；1／o | 11个0；1／0 | 111个；1／o | 111ヶ；1／0 |
| 111个；0／1 | $\downarrow 111 ; 0 / 1$ | O $\downarrow 11 ; 0 / 1$ | $\downarrow 111 ; 0 / 1$ | O $\downarrow 11 ; 0 / 1$ |
| $\downarrow 111 ; 1 / \mathrm{o}$ | 0011；$\downarrow / 1$ | 0011；$\downarrow / 1$ | 00 $\downarrow 1 ; 0 / 1$ |  |
| O $\downarrow 11 ; 0 / 1$ | 00 $\downarrow 1 ; 1 / \mathrm{o}$ | 000 $\downarrow ; 1 / 0$ | 000 $\downarrow ; 1 / \mathrm{o}$ |  |

Note that the second fault in each pair in Table 4 is detected by applying the test on bit sequence $\mathrm{I}_{5}$ (see Table 3). $I_{1}$ and $I_{5}$ have the same value for the base cell and complementary values for the aggressor cells ( $\mathrm{I}_{1}$ is 00000 , and $I_{5}$ is 11011). Thus, for each of the pairs in Table 4, by applying March-76N to the bit sequence $\mathrm{I}_{5}$, only the second fault in each of the pairs is activated, such that the masking will not occur.

In the same way, the linked NPSFs that can appear while applying March-76N on a certain bit sequence will

|  | 0 | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | O | O | 0 | O | o | 0 |
| 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 2 | O | O | o | 0 | o | o |
| 3 | O | o | O | 0 | O | 0 |
| 4 | 1 | 1 | 1 | 1 | 1 | 1 |
| 5 | O | 0 | o | 0 | o | o |
| a) |  |  |  |  |  |  |


Fig. 4. Bits sequences that appear in $\mathrm{BG}_{2}$ : $\mathrm{a}-$ Base cell belongs to $S_{1} ; b-$ Base cell belongs to $S_{5}$
be detected by applying the test on another bit sequence that has the same value for the base cell and opposite values for the aggressor cells.

Therefore, every linked NPSF consisting of a pair of simple NPSFs that mask their effect while applying the memory test on a certain background (denoted by $\mathrm{BG}_{m}$ ) will be detected when applying the test on another background (denoted by $\mathrm{BG}_{d}$ ). Let $\mathrm{I}_{m}$ be the bit sequence that appears in the neighborhood of the base cell when the memory is initialized with $\mathrm{BG}_{m}$. Then, $\mathrm{BG}_{d}$ is the background that causes the appearance of the pair of bit sequence $\mathrm{I}_{m}$ (as can be found in Table 5) in the neighborhood of the base cell.

## Conclusions

The test we propose improves the performance of the test March-76N given by Cheng, Tsai, and Wu [7], which is the shortest published memory test dedicated to this NPSF model. In comparison with CM-79N, March-76N is shorter with 3.33 N . Moreover, March-76N is able to detect all linked faults whereas, as presented in [16], March-76N cannot cover entirely the set of linked NPSFs.
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#### Abstract

A fault primitive-based analysis of all static simple (i.e., not linked) three-cell coupling faults in $n \times 1$ random-access memories (RAMs) is discussed. All realistic static coupling faults that have been shown to exist in real designs are considered: state coupling faults, transition coupling faults, write disturb coupling faults, read destructive coupling faults, deceptive read destructive coupling faults, and incorrect read coupling faults. A new March test with $66 n$ operations able to detect all static simple three-cell coupling faults is proposed. To compare this test with other industrial March tests, simulation results are also presented in this paper.
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## 1. Introduction

Semiconductor memories are an integral part of modern ULSI circuits. With each new generation of ULSIs, the memory share of the chip area increases and is expected to be about $94 \%$ in 2014 [1]. New memory technologies and processes introduce new defects that significantly impact on the defect-per-million (DPM) level and yield [2]. With increasing densities, certain types of faults, such as multi-cell coupling faults or pattern-sensitive faults, which are harder to detect, are becoming more important. In addition, more time is required to test memories because of their increasing size thus it is necessary to identify more efficient tests, with the ability to detect complex faults, tests that require test time on the order of $n$.

Many Functional fault models (FFMs) for memories have been introduced in the past; some well-known FFMs which date back to before 1999 are: stuck-at fault, decoder fault, data retention fault, stuck open fault, read destructive fault, deceptive read destructive fault, and coupling fault [3]. After 1999, experimental results by applying a large number of tests to a large number of chips indicated that many functional tests do detect faults in memories, which cannot be explained using the well-known set

[^3]of FFMs [4,5]. This has led to the introduction of new FFMs, based on defect injection and circuit simulation: write disturb fault, incorrect read fault, transition coupling fault, read destructive coupling fault etc. [6]. Taking into consideration all these new FFMs, Hamdioui, van de Goor, and Rodgers [7] have defined a large model of all static simple two-cell coupling faults and have proposed the memory test March SS to cover it. Based on this model, in this article we extend the analysis to the more complex model of all static simple three-cell coupling faults.

Many test algorithms dedicated to the model of three-cell coupling faults have been reported. Thus, a memory test that requires $n+32 n \log _{2} n$ operations is given by Nair, Thatte, and Abraham (Algorithm B) [8]. A new test of length $n+24 n \log _{2} n$ is proposed by Papachristou and Sahgal [9]. Two more efficient test algorithms, S3CTEST and S3CTEST2, are given by Cockburn [10]. These are tests of approximate length $5 n \log _{2} n+22.5 n$ and $5 n \log _{2} n+5 n$ $\left[\log _{2}\left(1+\log _{2} n\right)\right]+11 n$, respectively. For the memory chips currently available, all these tests take a long time to perform because the authors have assumed that the coupled cells can be anywhere in the memory. For example, to test a 64 Mb memory chip assuming a cycle time of 60 ns, S3CTEST takes about 10 min 54 s .

To reduce the length of the test, Cașcaval and Bennett have restricted the model to the more realistic coupling faults that affect only the physically adjacent memory cells [11]. Under this hypothesis and for the cases in which the mapping from logical addresses to physical cell locations is known completely, they have devised a March test of length $38 n$, which covers entirely this reduced model of three-cell coupling faults. A new more
efficient March test with 30 n operations (MT-R3CF) dedicated to a reduced model of three-cell coupling faults is reported by Cașcaval, Bennett, and Huţanu [12].

All these test algorithms assume that a memory fault can be sensitized only by a transition write operation into a cell. In this paper, the model of three-cell coupling faults is extended by considering other classes of faults, such as the faults sensitized by a read or a non-transition write operation, namely: disturb coupling fault, read destructive coupling fault, deceptive read destructive coupling fault, and incorrect read coupling fault. For this large fault model, a new efficient March test is proposed.

The remainder of this paper is organized as follows. Section 2 introduces notations and preliminary considerations, and section 3 defines a reduced model of all static simple three-cell coupling faults. Section 4 presents a new memory test, March SR3C, able to cover this fault model. Section 5 contains simulation results and compares the new March test with other published tests. Finally, some conclusions are drawn regarding this work.

## 2. Notations and memory fault classification

Following the notations and definitions as given in [6], we give first the concept of a fault primitive that will be used to define the targeted FFMs. Second, a classification of memory faults will be given and the scope of the paper will be shown.

### 2.1. Fault primitive concept

An operation sequence that results in a difference between the observed and the expected memory behavior is called a sensitizing operation sequence $(S)$. The observed memory behavior that deviates from the expected one is called faulty behavior ( $F$ ). In order to specify a certain fault, one has to specify the $S$ together with the corresponding faulty behavior $F$ and the read result $(R)$ of $S$, in case $S$ is a read operation or a sequence of operations with a read as last one in the sequence. The combination of $S, F$ and $R$ for a given memory failure is called a Fault Primitive (FP).

The following notations are usually used to describe operations on RAMs:

- $r 0(r 1)$ denotes a read 0 (1) operation from a cell;
- $r\left(r^{i}\right)$ denotes a read operation from a cell (cell $i$ ) when the expected value is not specified;
- $w 0(w 1)$ denotes a write $0(1)$ operation into a cell;
- $0 w 0(1 w 1)$ denotes a write $0(1)$ operation to a cell which contains a 0 (1)-a non-transition write operation when the logical value of the cell does not change;
- $w\left(w^{i}\right)$ denotes a non-transition write operation into a cell (cell i) when the logical value of the cell is not specified;
- Ow1 ( $1 w 0$ ) denotes an up (down) transition write operation;
- $w_{c}\left(w_{c}^{i}\right)$ denotes a transition write operation into a cell (cell $i$ ) when the old logical value of the cell and its complement are not specified;
- $\uparrow(\downarrow)$ denotes an up (down) transition due to a certain sensitizing operation.

A FP is a mathematical notation describing a single fault [6] and is usually represented as $\langle S / F / R\rangle$ where

- $S$ describes the value/operation sensitizing the fault, $S \in\{0,1$, $r 0, r 1,0 w 0,1 w 1,0 w 1,1 w 0\}$ (e.g., write 1 to a cell containing 0 (i.e., $0 w 1$ ));
- $F$ describes the value of the faulty (victim) cell ( $v$-cell), $F \in\{0,1$, $\uparrow, \downarrow\}$ (e.g., the cell flips from 0 to 1 (i.e., $\uparrow$ ));
- $R$ describes the logical value which appears at the output of the memory if the sensitizing operation applied to the $v$-cell is a read operation or a sequence of operations with a read as last one in the sequence, $R \in\{0,1,-\}$. The symbol ' - ' in $R$ means that the output data are not applicable; for example, if $S=0 w 1$, then no data will not appear at the memory output, and therefore $R$ is replaced by a ' - '; this FP can be written as ' $<0 w 1 / \uparrow /->$ '.

The concept of FPs allows for establishing a complete framework of all memory faults, since for all allowed operation sequences in the memory, one can derive all possible types of faulty behavior. In addition, the concept of FPs makes it possible to give a precise definition of a FFM as it has to be understood for memory devices [6], namely: a FFM is a non-empty set of fault primitives.

### 2.2. Classification

Some classifications of FPs can be made based on different and independent factors of $S$.
a) Depending on the number of simultaneous operations required in the $S$, FPs are classified into single-port and multi-port faults.

- Single-ports faults: These are FPs that require at the most one port in order to sensitize a fault. Note that single-port faults can be sensitized in single-port as well as in multiport memories.
- Multi-port faults: These are FPs that can only sensitize a fault by performing two or more simultaneous operations via the different ports.
b) Depending on the number of sequential operations required in the S, FPs are classified into static and dynamic faults. Let \#O be the number of different operations carried out sequentially in a $S$.
- Static faults: These are FPs which sensitize a fault by performing at the most one operation in the memory $(\# \mathrm{O}=0$ or $\# \mathrm{O}=1$ ). For example, the state of the cell is always stuck-at $0(\# O=0)$, a read operation to a certain cell causes the cell to flip $(\# O=1)$, etc.
- Dynamic faults: These are FPs that perform more than one operation sequentially in order to sensitize a fault ( $\# 0>1$ ). For example, two successive read operations cause the cell to flip; however, if only one operation is performed, the cell will not flip.
c) Any fault of the FFM can be modeled as a set of distinct FPs simultaneously present in the memory. Depending on the way FPs manifest themselves, they can be divided into simple faults and linked faults.
- Simple faults: These are faults which cannot be influenced by another fault. That means that the behavior of a simple fault cannot change the behavior of another one; therefore masking cannot occur. For example, a cell $j$ is a victim cell of two aggressor cells $i$ and $k$. A transition write operation into cell $i$ (i.e., $w_{c}{ }^{i}$ ) or cell $k$ (i.e., $w_{c}{ }^{k}$ ) changes the state of cell $j$ from 0 to 1 . This is a simple fault that can be modeled by two FPs,

$$
F P_{1}=\left\langle w_{c}^{i} / \uparrow /->, \text { and } F P_{2}=\left\langle w_{c}^{k} / \uparrow /->\right.\right.
$$

- Linked faults: These are faults that do influence the behavior of each other. That means that the behavior of a certain fault can change the behavior of another one such that masking can occur. A linked fault consists of two ore more FPs with contrary effects on the same victim cell. For example, take a two-cell coupling fault with cell $i$ the
aggressor cell and cell $j$ the victim cell．The transition $0 w 1$ into cell $i$ changes the state of cell $j$ from 0 to 1 ，whereas the transition $1 w 0$ into cell $i$ changes the state of cell $j$ from 1 to 0 ．This is a linked fault that can be modeled by two FPs，
$F P_{1}=\left\langle 0 w 1 / \uparrow /->\right.$ ，and $F P_{2}=\langle 1 w 0 / \downarrow /->$ ．

Remark 1．If a test procedure detects all the FPs that define a FFM，it also detects all the simple faults of this model．In other words，the set of simple faults dominates the set of FPs．However， for the linked faults the combined effects of some simple faults may cancel each other out before the victim cell is read again．In this way a linked fault can escape even if the test procedure detects all the simple faults．

In this work，single－port，static，simple faults are considered． From here on，the term＇fault＇refers to a single－port，static，simple fault．

RAM faults can also be divided into single－cell and multi－cell faults．Single－cell faults consist of FPs involving a single cell，while multi－cell faults consists of FPs involving more than one cell．As concerns the multi－cell faults（also called coupling faults），we restrict our analysis to the class of three－cell FPs（i．e．，three－cell coupling faults）．

## 3．A reduced model of three－cell coupling faults

Based on the notations previously defined，a three－cell FP is presented as $\langle S / F / R\rangle=\left\langle S_{a 1} ; S_{a 2} ; S_{v} / F / R\right\rangle_{a 1, a 2, v}$ ，where $S_{a 1}, S_{a 2}$ and $S_{v}$ are the sensitizing operation（or state）sequences performed on the a1－cell and a2－cell（aggressor cells），and on the $v$－cell（victim cell），respectively．The $a 1$－cell and $a 2$－cell are the cells to which the sensitizing operation（or state）should be applied in order to sensitize the fault，while the $v$－cell is the cell where the fault appears．Note that $S_{a 1}, S_{v} \in\{0,1, r 0, r 1,0 w 0,1 w 1$ ， $0 w 1,1 w 0\}$ ，whereas $S_{a 2} \in\{0,1\}$ ．As presented in Table 1，there are 72 FPs compiled into seven FFMs，as defined in［7］，namely
a）State coupling faults（CFst）；
b）Disturb coupling faults（CFds）；
c）Transition coupling faults（CFtr）；
d）Write destructive coupling faults（CFwd）；
e）Read destructive coupling faults（CFrd）；
f）Deceptive read destructive coupling faults（CFdrd）；
g）Incorrect read coupling faults（CFir）．
For example，three cells are said to have a disturb coupling fault if an operation（i．e．，read，transition write or non－transition write） performed on the $a 1$－cell causes the $v$－cell to flip，when $a 2$－cell is in a given state；the FP defined in the row 9 shows that a read 0 operation performed on a1－cell causes the $v$－cell to flip from 0 to 1 ，when the $a 2$－cell is in 0 state．

To reduce the length of the test，we assume that only the physically adjacent cells can be three－coupled．For a set of three－ coupled cells，six patterns denoted by $P_{1}, P_{2}, P_{3}, P_{4}, P_{5}$ and $P_{6}$ are accepted，as shown in Fig． 1.

We call this model of three－cell coupling faults，which comprises only physically adjacent cells，reduced three－cell coupling．

In the memory，one or more sets of coupled cells may exist．As in［8］and［9］，we assume that the pairs of sets of coupled cells are disjoint．

Remark 2．Because the three－coupled cells are physically adjacent， our model can also be considered a type of neighborhood

Table 1
List of three－cell FPs．

| \＃ | Fault primitives | FFM | \＃ | Fault primitives | FFM |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\langle 0 ; 0 ; 0 ; / 1 /-\rangle$ | CFst | 37 | $\langle 0 ; 0 ; 1 w 0 ; / 1 /-\rangle$ | CFtr |
| 2 | $\langle 0 ; 1 ; 0 ; / 1 /-\rangle$ |  | 38 | $\langle 0 ; 1 ; 1 w 0 ; / 1 /-\rangle$ |  |
| 3 | $\langle 1 ; 0 ; 0 ; / 1 /-\rangle$ |  | 39 | $\langle 1 ; 0 ; 1 w 0 ; / 1 /-\rangle$ |  |
| 4 | $\langle 1 ; 1 ; 0 ; / 1 /-\rangle$ |  | 40 | $\langle 1 ; 1 ; 1 w 0 ; / 1 /-\rangle$ |  |
| 5 | $\langle 0 ; 0 ; 1 ; / 0 /-\rangle$ |  | 41 | 〈0；0；0w0；／｜／－＞ | CFwd |
| 6 | $\langle 0 ; 1 ; 1 ; / 0 /-\rangle$ |  | 42 | 〈0；1；0w0；｜$\uparrow\|-\rangle$ |  |
| 7 | 〈1；0；1；｜0／－＞ |  | 43 | 〈1；0；0w0；／＾｜－＞ |  |
| 8 | $\langle 1 ; 1 ; 1 ; / 0 /-\rangle$ |  | 44 | 〈1；1；0w0；／ $\mid$／－＞ |  |
| 9 | $\langle r 0 ; 0 ; 0 ;\| \uparrow\|-\rangle$ | CFds | 45 | $\langle 0 ; 0 ; 1 w 1 ;\| \downarrow\|-\rangle$ |  |
| 10 | 〈r0；0；1；｜$\downarrow\|-\rangle$ |  | 46 | $\langle 0 ; 1 ; 1 w 1 ;\| \downarrow\|-\rangle$ |  |
| 11 | $\langle r 0 ; 1 ; 0 ;\| \uparrow\|-\rangle$ |  | 47 | $\langle 1 ; 0 ; 1 w 1 ;\| \downarrow\|-\rangle$ |  |
| 12 | $\langle r 0 ; 1 ; 1 ;\| \downarrow\|-\rangle$ |  | 48 | $\langle 1 ; 1 ; 1 w 1 ;\| \downarrow\|-\rangle$ |  |
| 13 | $\langle r 1 ; 0 ; 0 ;\| \uparrow\|-\rangle$ |  | 49 | $\langle 0 ; 0 ; r 0 ; / \uparrow / 1\rangle$ | CFrd |
| 14 | $\langle r 1 ; 0 ; 1 ;\| \downarrow\|-\rangle$ |  | 50 | $\langle 0 ; 1 ; r 0 ; / \uparrow / 1\rangle$ |  |
| 15 | $\langle r 1 ; 1 ; 0 ;\| \uparrow\|-\rangle$ |  | 51 | $\langle 1 ; 0 ; r 0 ; / \uparrow / 1\rangle$ |  |
| 16 | $\langle r 1 ; 1 ; 1 ;\| \downarrow\|-\rangle$ |  | 52 | $\langle 1 ; 1 ; r 0 ; / \uparrow / 1\rangle$ |  |
| 17 | 〈 $0 w 0 ; 0 ; 0 ; / \uparrow /-\rangle$ |  | 53 | $\langle 0 ; 0 ; r 1 ; \mid \downarrow / 0\rangle$ |  |
| 18 | 〈0w0；0；1；｜$\|1-\rangle$ |  | 54 | $\langle 0 ; 1 ; r 1 ; \mid \downarrow / 0\rangle$ |  |
| 19 | 〈0w0；1；0；｜＾｜－＞ |  | 55 | $\langle 1 ; 0 ; r 1 ; \mid \downarrow / 0\rangle$ |  |
| 20 | 〈0w0；1；1；｜$\downarrow /-\rangle$ |  | 56 | $\langle 1 ; 1 ; r 1 ; \mid \downarrow / 0\rangle$ |  |
| 21 | $\langle 1 w 1 ; 0 ; 0 ;\| \uparrow\|-\rangle$ |  | 57 | $\langle 0 ; 0 ; r 0 ; / \uparrow / 0\rangle$ | CFdrd |
| 22 | 〈1w1；0；1；｜$\|/-\rangle$ |  | 58 | 〈 $0 ; 1 ; r 0 ; / \uparrow / 0\rangle$ |  |
| 23 | $\langle 1 w 1 ; 1 ; 0 ;\| \uparrow\|-\rangle$ |  | 59 | $\langle 1 ; 0 ; r 0 ; / \uparrow / 0\rangle$ |  |
| 24 | $\langle 1 w 1 ; 1 ; 1 ;\| \downarrow\|-\rangle$ |  | 60 | $\langle 1 ; 1 ; r 0 ; / \uparrow / 0\rangle$ |  |
| 25 | 〈0w1；0；0；｜†｜－＞ |  | 61 | $\langle 0 ; 0 ; r 1 ; \mid \downarrow / 1\rangle$ |  |
| 26 | $\langle 0 w 1 ; 0 ; 1 ;\| \downarrow\|-\rangle$ |  | 62 | $\langle 0 ; 1 ; r 1 ; \mid \downarrow / 1\rangle$ |  |
| 27 | $\langle 0 w 1 ; 1 ; 0 ;\| \uparrow\|-\rangle$ |  | 63 | $\langle 1 ; 0 ; r 1 ; \mid \downarrow / 1\rangle$ |  |
| 28 | $\langle 0 w 1 ; 1 ; 1 ;\| \downarrow\|-\rangle$ |  | 64 | $\langle 1 ; 1 ; r 1 ; \mid \downarrow / 1\rangle$ |  |
| 29 | $\langle 1 w 0 ; 0 ; 0 ; 1 \uparrow \mid-\rangle$ |  | 65 | 〈 $0 ; 0 ; r 0 ; / 0 / 1\rangle$ | CFir |
| 30 | 〈1w0；0；1；｜$\|/-\rangle$ |  | 66 | 〈0；1；r0；／0／1＞ |  |
| 31 | $\langle 1 w 0 ; 1 ; 0 ;\| \uparrow\|-\rangle$ |  | 67 | 〈1；0；r0；／0／1＞ |  |
| 32 | $\langle 1 w 0 ; 1 ; 1 ;\| \downarrow\|-\rangle$ |  | 68 | $\langle 1 ; 1 ; r 0 ; / 0 / 1\rangle$ |  |
| 33 | $\langle 0 ; 0 ; 0 w 1 ; / 0 /-\rangle$ | CFtr | 69 | 〈0； $0 ; r 1 ; / 1 / 0\rangle$ |  |
| 34 | 〈0；1；0w1；／0／－＞ |  | 70 | $\langle 0 ; 0 ; r 1 ; / 1 / 0\rangle$ |  |
| 35 | ＜1；0；0w1；／0／－＞ |  | 71 | ＜1；0；r1；／1／0＞ |  |
| 36 | ＜1；1；0w1；／0／－＞ |  | 72 | $\langle 1 ; 1 ; r 1 ; / 1 / 0\rangle$ |  |


|  |  |  |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $i$ | $j$ |  |  |  |  |  | $i$ | $j$ |  |
|  | $k$ | $P_{1}$ |  |  |  |  |  | $P_{4}$ | $k$ |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  | $i$ |  |  |
|  | $P_{5}$ | $i$ | $j$ | $k$ |  |  |  | $j$ | $P_{6}$ |  |
|  |  |  |  |  |  |  |  | $k$ |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  | $i$ | $P_{2}$ |  |  |  |  |  | $P_{3}$ | $i$ |  |
|  | $j$ | $k$ |  |  |  |  |  | $j$ | $k$ |  |
|  |  |  |  |  |  |  |  |  |  |  |

Fig．1．Patterns for three physically adjacent cells．
pattern-sensitive faults (NPSFs) with two aggressor cells and a victim cell. But in our model any cell in a set of three-coupled cells can be a victim cell, not only the central base cell as is usually considered in the NPSFs model (see for example [13]).

To minimize the silicon area and critical path delay, a RAM's internal address lines are frequently scrambled (called address scrambling), so that the physical address is not identical to the logical address. Also, memory cell arrays are invariable repaired by using redundant rows and/or columns, therefore any repair operation changes the mapping from logical addresses to physical cell locations. If we do not have the scramble map, the real neighborhood cannot be identified. As in previous works related to NPSFs, we assume that we have the physical address information (i.e., the scramble map) from the memory designers, so we can run test algorithm using the physical address.

## 4. The memory test March SR3C

The March tests are the most popular and widely accepted deterministic test algorithms because of their low temporal complexity, regular structures and their ability to detect a wide variety of memory faults. Usually, a complete March test is delimited by ' $\{\ldots\}$ ' bracket pair, while a March element is delimited by the '(...)' bracket pair. March elements are separated by semicolons, and the operations within a March element are separated by commas. Note that all operations of a March element are performed at a certain address, before proceeding to the next address. The whole memory is checked homogeneously in either

$$
\begin{array}{|l}
\left\lvert\,\left\{\begin{array}{l}
(w 0)^{(0)} ; \\
\Uparrow\left(r, r, w, r, \boldsymbol{w}_{c}\right)^{(1)} ; \Uparrow\left(r, r, w, r, \boldsymbol{w}_{c}\right)^{(2)} ; \Downarrow\left(r, r, w, r, \boldsymbol{w}_{c}\right)^{(3)} ; \Downarrow\left(r, r, w, r, \boldsymbol{w}_{c}\right)^{(4)} ; \\
I_{1}^{(5)} ; \Uparrow\left(r, r, w, r, \boldsymbol{w}_{c}, r, r, w, r, \boldsymbol{w}_{c}\right)^{(6)} ; I_{2}^{(7)} ; \Uparrow\left(r, r, w, r, \boldsymbol{w}_{c}, r, r, w, r, \boldsymbol{w}_{c}\right)^{(8)} ; \\
I_{3}^{(9)} ; \Uparrow\left(r, r, w, r, \boldsymbol{w}_{c}, r, r, w, r, \boldsymbol{w}_{c}\right)^{(10)} ; I_{4}^{(11)} ; \Uparrow\left(r, r, w, r, \boldsymbol{w}_{c}, r, r, w, r, \boldsymbol{w}_{c}\right)^{(12)} ; \\
\left.\mathbb{I}(r 0)^{(13)}\right\} \\
\hline
\end{array}\right.\right. \\
\hline
\end{array}
$$

one of two orders: ascending address order ( $\uparrow$ ) or descending address order $(\Downarrow)$. When the address order is not relevant, the symbol $\Uparrow$ is used.

A new March test, March SR3C, dedicated to the reduced model of three-cell coupling faults, is presented in Fig. 2, where $I_{1}, I_{2}, I_{3}$, and $I_{4}$ are sequences which initialize the memory as follows: $I_{1}$ initializes the odd columns with 0 and the even columns with 1 , and $I_{3}$ vice versa (column-stripe data background); $I_{2}$ and $I_{4}$ initialize the memory with a checkerboard data background and its complement, as illustrated in Fig. 3.

This March test contains fourteen sequences as identified with a superscript ( $x$ ), where $x \in\{0,1, \ldots, 13\}$. The test sequences (5)-(12) form an alternating series of background changes and March elements (as Cockburn proposed in [10]). Note that when changing from one background to the next, only the cells that must change states are written. Also, each write operation is preceded by a read operation. We can observe in Fig. 3 that any background change affects only half of the cells. Each test sequence $I_{1}, I_{2}, I_{3}$ or $I_{4}$ performs $n / 2$ read operations and $n / 2$ write operations. Consequently, March SR3C has a length of $66 n$. Regarding this March test, symbol $\Uparrow$ denotes an increasing address order, from address 0 to $n-1$, as long as symbol $\Downarrow$ denotes a reverse address order, from address $n-1$ to 0 . Other permutations of the set of memory cell addresses decrease the effectiveness of the March test.

Theorem 1. March SR3C detects all FPs of this reduced three-cell coupling.

Proof. To test and find a fault in a memory we need to be able to sensitize the fault by a proper memory operation, and to observe the fault by reading the changed value of the cell affected by the fault.

Proposition 1. The next three conditions are necessary and sufficient for a test to detect any FP that affects a cell in a set $S$ of coupled cells:
Condition 1. The test must perform all the possible cell operations in the set of coupled cells in order to sensitize any fault.

Fig. 2. Memory test March SR3C.

$I_{1}$

| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |

$I_{2}$

$I_{3}$

$I_{4}$

Fig. 3. Memory initialization (data background) for the memory test March SR3C.

Condition 2. After any operation into a cell, the test must read the cell to check its state, before another write operation into the cell is allowed to occur.
Condition 3. For each possible victim cell $c$ in $S$, after one or more operations in other cells in the set, the test must read cell $c$, prior to a write operation into cell $c$, to check if the state has been changed by a memory operation in other possible aggressor cell.

Consider an arbitrary triple set of cells $S=\{i, j, k\}$ that corresponds with one of the patterns $P_{1}, P_{2}, P_{3}, P_{4}, P_{5}$ and $P_{6}$ as illustrated in Fig. 1. We refer to the cells in $S$ by $i, j$ and $k$ taking into account the order in which these cells are checked during the memory testing. Cells $i, j$ and $k$ are checked in this order when the memory is tested in ascending order ( $\Uparrow$ ), and in reverse order, when the memory is tested in descending order ( $\downarrow$ ). We must show that March SR3C is able to sensitize and to observe any FP that affects the set of cells $S$.

### 4.1. March SR3C sensitizes any fault in the set of cells S

According to Condition 1 previously defined in Proposition 1, we must prove that March SR3C performs all the possible cell operations in the set of coupled cells $S$. The proof comprises two steps: in the first step we prove that March SR3C performs all possible transition write operations and, based on this result, in the second one we prove that March SR3C also performs all possible read and non-transition write operations.

Step 1. Take all the transition writes of March SR3C denoted by $w_{c}$ and marked with bold face in Fig. 2. By applying these operations, March SR3C covers the Eulerian graph of states for a set of cells $S$, regardless of the pattern. Indeed, the initialize sequence $\mathbb{\downarrow}(w 0)$ loads into any triple set of cells the initial state $<0,0,0>$. Applying the March elements (1)-(4), March SR3C forces the transitions marked with solid lines in the Eulerian graph presented in Fig. 4, in every set of cells in the memory under test, regardless of the pattern.

On the other hand, the test sequences $I_{1}, I_{2}, I_{3}$ and $I_{4}$ ensure in a set of cells $S$, depending on the pattern (see Figs. 1 and 3), the initial states presented in Table 2.

As highlighted in Table 2, the test sequences ensure the initial states $<0,1,0\rangle$ and $<1,0,1\rangle$ for all the six patterns. In the Eulerian graph, two adjacent nodes (states) have only one bit


Fig. 4. The Eulerian graph of states for a set of cells $S=\{i, j, k\}$ and the transitions carried out by the March elements (1)-(4).

Table 2
The initial states for a set of cells $S=\{i, j, k\}$.

|  | $I_{1}$ and $I_{3}$ | $I_{2}$ and $I_{4}$ |
| :--- | :--- | :--- |
| $P_{1}$ | $\langle\mathbf{1 , 0 , 1}\rangle,\langle\mathbf{0 , 1 , 0}\rangle$ | $\langle 0,1,1\rangle,\langle 1,0,0\rangle$ |
| $P_{2}$ | $\langle 1,1,0\rangle,\langle 0,0,1\rangle$ | $\langle\mathbf{1 , 0 , 1}\rangle,\langle\mathbf{0 , 1 , 0}\rangle$ |
| $P_{3}$ | $\langle\mathbf{1 , 0 , 1}\rangle,\langle\mathbf{0 , 1 , 0}\rangle$ | $\langle 1,1,0\rangle,\langle 0,0,1\rangle$ |
| $P_{4}$ | $\langle 0,1,1\rangle,\langle 1,0,0\rangle$ | $\langle\mathbf{1 , 0 , 1}\rangle,\langle\mathbf{0}, 1,0$ |
| $P_{5}$ | $\langle\mathbf{1 , 0 , 1}\rangle,\langle\mathbf{0 , 1 , 0}\rangle$ | $\langle 0,1,0\rangle,\langle 1,0,1\rangle$ |
| $P_{6}$ | $\langle 0,0,0\rangle,\langle 1,1,1\rangle$ | $\langle\mathbf{1 , 0 , 1}\rangle,\langle\mathbf{0 , 1 , 0}\rangle$ |



Fig. 5. The transitions carried out in a set of cells $S=\{i, j, k\}$ by the March element $\Uparrow\left(r, r, w, r, w_{c}, r, r, w, r, w_{c}\right)$ for the initial states $\langle 0,1,0\rangle$ and $\langle 1,0,1\rangle$.
changed and two non-adjacent nodes have at least two bits changed. Consequently, by applying the March element $\Uparrow(r, r, w$, $r, w_{\mathrm{c}}, r, r, w, r, w_{\mathrm{c}}$ ), three adjacent nodes are visited and, finally, the set of cells returns to the initial state (the state that the sequence started with). The transitions forced by this March element in a set of cells $S$, initialized with $\langle 0,1,0\rangle$ and $\langle 1,0,1\rangle$ respectively, are highlighted (marked with solid line) in Fig. 5.

The transitions marked with solid lines in Figs. 4 and 5 show that the Eulerian graph of states is completely covered in all the six cases.

As follows, we will show that March SR3C also performs all possible read operations and non-transition write operations in the set of cells $S$.

Step 2. For both March elements used by March SR3C, ( $r, r, w, r$, $w_{\mathrm{c}}$ ) and ( $r, r, w, r, w_{\mathrm{c}}, r, r, w, r, w_{\mathrm{c}}$ ), every transition write operation $\left(w_{c}\right)$ is preceded by three reads and one non-transition write operation. Thus, before changing the state of a cell, March SR3C checks if the read operation and the non-transition write operation applied to this cell are performed properly. For every state in a set of cells $S$, Table 3 presents the March elements in which the read and the non-transition write operations applied to each cell of $S$ are carried out.

### 4.2. March SR3C observes any FP activated in the set of cells $S$

Table 4 presents the operations carried out in a set of cells $S=\{i, j, k\}$ during the memory testing, except on the writes for the first initialization. The cell in which the operation is carried out is identified with a superscript $x$, where $x \in\{i, j, k\}$. The operations enclosed inside brackets sometimes are made, or sometimes are

Table 3
The March elements in which the read and the non-transition write operations are carried out in $S$.

| State of $S=\{i, j, k\}$ | Read and non-transition write operations |  |  |
| :--- | ---: | ---: | ---: |
|  | $r^{i}, w^{i}$ | $r^{j}, w^{j}$ | $r^{k}, w^{k}$ |
| $\langle 0,0,0\rangle$ | $(8)$ | (6) or $(10)$ | $(3)$ |
| $\langle 0,0,1\rangle$ | $(6)$ or $(12)$ | $(3)$ | $(2)$ |
| $\langle 0,1,0\rangle$ | $(3)$ | (6) or $(10)$ | $(6)$ or $(10)$ |
| $\langle 0,1,1\rangle$ | $(4)$ | $(2)$ | $(6)$ or $(10)$ |
| $\langle 1,0,0\rangle$ | $(8)$ or $(12)$ | $(8)$ or $(12)$ | $(8)$ or $(12)$ |
| $\langle 1,0,1\rangle$ | $(6)$ or $(10)$ | $(4)$ | $(8)$ or $(12)$ |
| $\langle 1,1,0\rangle$ | $(2)$ | (8) or $(12)$ | $(1)$ |
| $\langle 1,1,1\rangle$ |  |  | $(4)$ |

Table 4
The operations carried out in a set of cells $S=\{i, j, k\}$ by the memory test March SR3C.

not made, depending on the set of cells. We can easily check in Table 4 that Conditions 2 and 3, previously defined in Proposition 1 , are also satisfied.

Remark 3. For the patterns $P_{1}, P_{3}$ and $P_{5}$, the test sequences (7), (8), (11) and (12) are not necessary (so they can be removed), whereas for the patterns $P_{2}, P_{4}$ and $P_{6}$, the sequences (5), (6), (9) and (10) are not necessary (see Fig. 3 and Table 2).

Let us consider the set of the patterns $\left\{P_{1}, P_{2}, P_{3}, P_{4}, P_{5}, P_{6}\right\}$ divided into two parts (to say halves), $H_{1}=\left\{P_{1}, P_{3}, P_{5}\right\}$ and $H_{2}=\left\{P_{2}\right.$, $\left.P_{4}, P_{6}\right\}$. Based on the proof of Theorem 1, we derive a lower bound on the length of any test that covers half of patterns, $H_{1}$ or $H_{2}$, of reduced three-cell coupling. For the six patterns, the minimum required length of any test that detects all simple faults remains still to be found out.

Corollary. A memory test needs at least $42 n$ operations to detect all simple faults for half of patterns, $\mathrm{H}_{1}$ or $\mathrm{H}_{2}$, of reduced three-cell coupling.

Proof. Take the March elements (1)-(4), (6) and (10) or (1)-(4), (8) and (12), by case. Because in every set of cells $S=\{i, j, k\}$ all 24 transitions are carried out exactly once, these March elements perform a minimal number of transition write operations. In order to sensitizing all the faults, these March elements also perform a minimal number of reads and non-transition write operations. On the other hand, all reads of these March elements used for observing the faults, as well as the reads of the final sequence, are necessary to satisfy Conditions 2 and 3 , previously defined in Proposition 1. Consequently, for half of patterns, $H_{1}$ or $H_{2}$, a

Table 5
BDS for 8-bit word.

| $\#$ | Sequence |
| :--- | :--- |
| 0 | 00000000 |
| 1 | 11111111 |
| 3 | 01010101 |
| 4 | 10101010 |
| 6 | 00110011 |
| 7 | 11001100 |

memory test needs at least $42 n$ operations (including $n$ operations for memory initialization) to detect all simple three-cell coupling faults.

Remark 4. With $43.5 n$ operations, a March test composed of the sequences (0)-(6), (9), (10) and (13) is a near-optimal memory test for the patterns $P_{1}, P_{3}$ and $P_{5}$, whereas the March test composed of the sequences (0)-(4), (7), (8), (11)-(13) is a nearoptimal one for the patterns $P_{2}, P_{4}$ and $P_{6}$. Nevertheless, March SR3C is not an optimal test for the model we have considered, so such a test remains still to be worked out.

To cover this reduced model of three-cell coupling, March SR3C uses different data backgrounds as presented in Fig. 3. To generate data backgrounds, only the LSB of the row and column addresses are necessary. For example, the $I_{2}$ data can be represented as $A_{r}[0] \oplus A_{c}[0]$, where $A_{r}[0]$ is the LSB of the $r$-bit row address $A_{r}$ [ $r-1 \ldots 0]$, and $A_{c}[0]$ is the LSB of the $c$-bit column address $A_{c}[c-1 \ldots 0]$. Consequently, generation of all data backgrounds can be done by a simple circuit. Any typical March-based built-in self-test (BIST) circuit can easily be modified to run the proposed test algorithm.

To make the test even shorter than $66 n$ operations, may be data backgrounds based on $3 \times 3$ cell patterns should be used, instead of data backgrounds based on $2 \times 2$ cell patterns (see Fig. 3). But, such a March test is not so suitable for BIST implementation; if implemented in hardware, the data generator for such a test would be more complicated than that for March SR3C.

Modern RAMs are mostly word oriented, i.e., they are accessed word-by-word instead of bit-by-bit. In general, each bit from a different block contributes to a word. In [14], van de Goor and Tlili describe a method for efficiently converting a bit-oriented memory March test to word-oriented memory (WOM) test. WOM March tests can detect inter-word faults (i.e., faults among words) and intra-word faults (i.e., faults within words). In order to sensitize intra-word coupling faults a sequence of bits that is called a background data sequence (BDS) can be used. Table 5 shows a BDS for 8 -bit word. This sequence can be applied to all words in an address location. As concerns the inter-word faults, testing such a word-oriented memory can be considered as testing $m$ smaller bit-oriented memories in parallel, where $m$ is the number of blocks. As any March test, the proposed algorithm can be easily converted from a bit-oriented test to a wordoriented memory test.

## 5. Simulation results

To compare March SR3C with other published tests, we present in this section simulation results regarding the ability of the tests to detect simple faults of this model. The following March tests have been considered for the simulation study:

- MT-R3CF [12]: $\uparrow(w 0) ; \Uparrow(r 0, w 1) ; \Uparrow(r 1, w 0) ; \Downarrow(r 0, w 1)$; $\Downarrow(r 1, w 0) ; I_{1} ; \Uparrow\left(r, w_{c}, r, w_{c}\right) ; I_{2} ; \Uparrow\left(r, w_{c}, r, w_{c}\right) ; I_{3} ; \Uparrow\left(r, w_{c}, r, w_{c}\right) ;$

Table 6
Fault coverage of three-cell coupling faults.

| $\#$ | Memory test | Test length | Fault coverage (\%) |
| :--- | :--- | :--- | :--- |
| 1 | March SR3C | $66 n$ | 100 |
| 2 | MT_R3CF | $30 n$ | 56.73 |
| 3 | Algorithm A | $30 n$ | 46.30 |
| 4 | March G | $24 n$ | 44.91 |
| 5 | March SS | $22 n$ | 53.94 |
| 6 | March LA | $22 n$ | 42.82 |
| 7 | March B | $17 n$ | 32.18 |
| 8 | March LR | $14 n$ | 43.52 |
| 9 | March SR | $14 n$ | 42.36 |
| 10 | March U | $13 n$ | 42.59 |
| 11 | PMOVI | $13 n$ | 39.58 |
| 12 | March C- | $10 n$ | 36.81 |

$\left.I_{4} ; \Uparrow\left(r, w_{c}, r, w_{c}\right) ; \hat{y}(r)\right\}$, where $I_{1}, I_{2}, I_{3}$ and $I_{4}$ are sequences that initialize the memory as presented in Fig. 3.

- Algorithm A [8]: $\{\Uparrow(w 0) ; \Uparrow(r 0, w 1) ; \Uparrow(r 1) ; \Uparrow(r 1, w 0) ; \Uparrow(r 0)$; $\Downarrow(r 0, w 1) ; \Downarrow(r 1) ; \Downarrow(r 1, w 0) ; \Downarrow(r 0) ; \Uparrow(r 0, w 1, w 0) ; \Uparrow(r 0) ; \Downarrow(r 0$, $w 1, w 0) ; \Downarrow(r 0) ; \Uparrow(w 1) ; \Uparrow(r 1, w 0, w 1) ; \Uparrow(r 1) ; \Downarrow(r 1, w 0, w 1)$; $\Downarrow(r 1)$ \}.
- March G [15]: $\{\hat{\mathbb{y}}(w 0) ; \Uparrow(r 0, w 1, r 1, w 0, w 1) ; \Uparrow(r 1, w 0, r 0$, $w 1) ; \Downarrow(r 1, w 0, w 1, w 0) ; \Downarrow(r 0, w 1, r 1, w 0) ; \Uparrow(r 0, w 1, r 1)$; $\Downarrow(r 1, w 0, r 0)\}$.
- March SS [7]: $\{\hat{\downarrow}(w 0) ; \Uparrow(r 0, r 0, w 0, r 0, w 1) ; \Uparrow(r 1, r 1, w 1, r 1$, $w 0) ; \Downarrow(r 0, r 0, w 0, r 0, w 1) ; \Downarrow(r 1, r 1, w 1, r 1, w 0) ; ~ \uparrow(r 0) ;\}$.
- March LA [16] : $\{\hat{1}(w 0) ; \Uparrow(r 0, w 1, w 0, w 1, r 1) ; \Uparrow(r 1, w 0, w 1$, $w 0, r 0) ; \Downarrow(r 0, w 1, w 0, w 1, r 1) ; \Downarrow(r 1, w 0, w 1, w 0, r 0) ; \Downarrow(r 0)\}$.
- March B [17]: $\{\mathfrak{1}(w 0) ; \Uparrow(r 0, w 1, r 1, w 0, r 0, w 1) ; \Uparrow(r 1, w 0$, $w 1) ; \Downarrow(r 1, w 0, w 1, w 0) ; \Downarrow(r 0, w 1, w 0)\}$
- March LR [18]: $\{\hat{\downarrow}(w 0) ; \downarrow(r 0, w 1) ; \Uparrow(r 1, w 0, r 0, w 1) ; \Uparrow(r 1$, $w 0) ; \Uparrow(r 0, w 1, r 1, w 0) ; \Uparrow(r 0)\}$.
- March SR [4]: $\{\downarrow(w 0) ; \Uparrow(r 0, w 1, r 1, w 0) ; \Uparrow(r 0, r 0)$; $\Uparrow(w 1)$; $\Downarrow(r 1, w 0, r 0, w 1) ; \Downarrow(r 1, r 1)\}$.
- March U [19]: $\{\uparrow(w 0) ; \Uparrow(r 0, w 1, r 1, w 0) ; \Uparrow(r 0, w 1) ; \Downarrow(r 1, w 0$, $r 0, w 1) ; \Downarrow(r 1, w 0)\}$.
- PMOVI [20]: $\{\Downarrow(w 0) ; \Uparrow(r 0, w 1, r 1) ; \Uparrow(r 1, w 0, r 0) ; \Downarrow(r 0, w 1$, $r 1) ; \Downarrow(r 1, w 0, r 0)\}$.
- March C [21,15]: $\{\widehat{\downarrow}(w 0) ; \Uparrow(r 0, w 1) ; \Uparrow(r 1, w 0) ; \downarrow(r 0, w 1)$; $\Downarrow(r 1, w 0) ; \hat{\Downarrow}(r 0)\}$.

All the six patterns illustrated in Fig. 1 and all FPs presented in Table 1 have been considered in this simulation study. Moreover, for each group of coupled cells, composed of two aggressor cells ( $a_{1}$-cell and $a_{2}$-cell) and a victim cell ( $v$-cell), six distinct permutations on the set $\left\{a_{1}, a_{2}, v\right\}$ have been considered. Consequently, 2952 FPs $(6 \times 6 \times 72)$ have been simulated in order to evaluate the fault coverage of the memory tests. Table 6 summarizes the fault coverage of all three-cell coupling faults in our model.

As shown in Table 6, March SR3C is able to detect all three-cell coupling faults.

## 6. Conclusions

A reduced model of all static simple three-cell coupling faults that includes state coupling fault, transition coupling fault, write disturb coupling fault, read destructive coupling fault, deceptive read destructive coupling fault, and incorrect read coupling fault
is discussed, and a new memory test of length $66 n$ able to cover it is proposed. To reduce the length of the test, only the coupling faults between physically adjacent memory cells have been considered. The test assumes that the storage cells are arranged in a rectangular grid and that the mapping from logical addresses to physical cell locations is known completely.

Simulation results demonstrate the effectiveness of this March test when compared with other published tests. To cover this reduced model of three-cell coupling, the March test uses different data backgrounds: a solid, column-stripes and checkerboards. These data backgrounds can be generated by using the LSB of the row and column addresses. Consequently, generation of data backgrounds can be done by a simple circuit. Any typical March-based BIST implementation can easily be modified to run the proposed test algorithm.
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#### Abstract

A logic design for a possible built-in self-testing implementation of a march test able to detect all static simple three-cell coupling faults in $n$ $\times 1$ random-access memories (RAMs) is presented. Single-array single bit and multiple-array single bit test architectures have been considered. The memory test ( $\mathrm{March}_{3} C$ [1]) needs $66 n$ operations and is able to detect all realistic simple (i.e. not linked) static three-cell coupling faults that have been shown to exist in real designs, namely: state coupling faults, transition coupling faults, write disturb coupling faults, read destructive coupling faults, deceptive read destructive coupling faults, and incorrect read coupling faults. To reduce the length of the test, only the coupling faults between physically adjacent memory cells have been considered. The test assumes that the storage cells are arranged in a rectangular grid and that the mapping from logical addresses to physical cell locations is known completely.
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## 1. Introduction

This article focuses on high performance memory testing having in view system on chip (SoC) dedicated to critical applications, with high reliability and safety requirements, in which the test confidence degree regarding to normal operation of the embedded memory must be very high. In recent years, embedded memories are the fastest growing segment of SoC. According to the 2001 International Technology Roadmap for Semiconductor [2], today's SoC are moving from logic dominant chips
to memory dominant chips, since future applications require a lot of memory. The same idea is reiterated in [3]. The memory shared on the chip is expected to be about $94 \%$ in 2014. For this reason, the importance of memory testing increases.

Rapid developments in semiconductor technology have resulted in continuing growth of larger and denser random-access memories on a single chip. With increasing densities, certain types of faults harder-to-detect such as three-cell or even four-cell coupling faults can not be ignored any more [4, 5]. Consequently, the test algorithms are constrained by two conflicting requirements: to cover a wide variety of memory faults harder-to-detect, and to reduce the number of memory operations in order to allow large memories to be tested in an acceptable period of time. In addition, more time is required to test memories because of their increasing size thus it is necessary to identify more efficient tests, with the ability to detect complex faults, tests that require test time on the order of $n$, where $n$ denotes the number of locations of the memory. In this work, the class of faults harder-to-detect that includes coupling faults with three adjacent coupled cells has been considered.

BIST is a design-for-testability technique that places test functions physically on chip with the circuit under test. System designers use BIST for periodic testing. This requires incorporating a test process that guarantees the detection of all target faults within a fixed time. Designers also implement on-line BIST with the goals of large fault coverage and low fault latency. For critical or highly available systems, a comprehensive online-testing approach that covers all expected permanent, intermittent, and transient faults is essential [6].

Two kinds of testing methods exist: random testing and deterministic testing. Random testing is based on linear-feedback shift registers (LFSR) for pattern generation. An LSFR can also serve as a response monitor by counting the responses produced by the tests. After receiving a sequence of test responses, an LSFR response monitor forms a fault signature which is compared with a known good signature to determine whether a fault is present. Deterministic testing is especially suited to highly regular chips.

Since the RAM circuit has a regular structure, a deterministic testing is more adequate than a random one. Taking into account the number of simultaneously tested arrays and the number of simultaneously accessed bits within an array, Franklin and Saluja [6] classified all the RAM-BIST test architectures into one of the four test architectures: single-array single bit, single-array multiple bit, multiple-array single bit, and multiple-array multiple bit. In this work only single-array single bit (SASB) test architectures and multiple-array single bit test architectures (MASB) have been considered. SASB test architectures are those in which a single array of the RAM chip is tested at a time and a single bit of the tested array is accessed at a time. MASB test architectures can be used if a memory chip is organized as a number of independent arrays, allowing multiple arrays to be tested simultaneously. Ensuring that fault coverage is sufficiently high and the number of tests is sufficiently low are the main problems with a BIST implementation [5].

In this paper we focus on the model of all static simple three-cell coupling faults, as defined in [1]. This is the largest model of three-cell coupling that includes all the faults that have been shown to exist in real designs, namely: state coupling faults,
transition coupling faults, write disturb coupling faults, read destructive coupling faults, deceptive read destructive coupling faults, and incorrect read coupling faults $[4,7]$. For a BIST-RAM logic design, the memory test March $S_{3} C$ that covers entirely this fault model has been considered [1].

The remainder of this paper is organized as follows. Section 2 presents a memory fault classification based on the concept of fault primitives. The fault primitives for the model of all static three-cell coupling are presented in Section 3. The memory test March $S_{3} C$ is presented briefly in Section 4. To compare March $S_{3} C$ with other published memory tests, simulation results are also presented in Section 5. A logic design for a possible implementation of this march test in a BIST-RAM device is discussed in Section 6. Final remarks regarding this work are presented in Section 7.

## 2. Primitives and a Memory Fault Classification

An operation sequence that results in a difference between the observed and the expected memory behaviour is called a sensitizing operation sequence $(S)$. The observed memory behaviour that deviates from the expected one is called faulty behaviour $(F)$. In order to specify a certain fault, one has to specify the $S$, together with the corresponding faulty behaviour $F$, and the read result $(R)$ of $S$ in case it is a read operation. The combination of $S, F$ and $R$ for a given memory failure is called a Fault Primitive $(F P)$. The concept of FPs allows for establishing a complete framework of all memory faults. Some classifications of FPs can be made based on different and independent factors of $S$.
a) Depending on the number of simultaneous operations required in the $S$, FPs are classified into single-port and multi-port faults.

- Single-ports faults: These are FPs that require at the most one port in order to sensitize a fault. Note that single-port faults can be sensitized in single-port as well as in multi-port memories.
- Multi-port faults: These are FPs that can only sensitize a fault by performing two or more simultaneous operations via the different ports.
b) Depending on the number of sequential operations required in the $S$, FPs are classified into static and dynamic faults. Let \#O be the number of different operations carried out sequentially in a $S$.
- Static faults: These are FPs which sensitize a fault by performing at the most one operation in the memory $(\# \mathrm{O}=0$ or $\# \mathrm{O}=1)$;
- Dynamic faults: These are FPs that perform more than one operation sequentially in order to sensitize a fault $(\# \mathrm{O}>1)$.
c) Depending on the way FPs manifest themselves, they can be divided into simple faults and linked faults.
- Simple faults: These are faults which cannot be influenced by another fault. That means that the behaviour of a simple fault cannot change the behaviour of another one; therefore masking cannot occur.
- Linked faults: These are faults that do influence the behaviour of each other. That means that the behaviour of a certain fault can change the behaviour of another one such that masking can occur. Note that linked faults consists of two ore more simple faults.

In this work, single-port, static, simple faults are considered. From here on, the term 'fault' refers to a single-port, static, simple fault.

The following notations are usually used to describe operations on RAMs :

- $r 0(r 1)$ denotes a read $0(1)$ operation from a cell;
- $r$ denotes a read operation from a cell when the expected value is not specified;
- $w 0(w 1)$ denotes a write $0(1)$ operation into a cell;
- $0 w 0(1 w 1)$ denotes a write $0(1)$ operation to a cell which contains a $0(1)$ - a non-transition write operation when the logical value of the cell does not change;
- $w$ denotes a non-transition write operation into a cell when the logical value of the cell is not specified;
- $0 w 1(1 w 0)$ denotes an up (down) transition write operation;
- $w_{c}$ denotes a transition write operation into a cell when the old logical value of the cell and its complement are not specified;
- $\uparrow(\downarrow)$ denotes an up (down) transition due to a certain sensitizing operation.

A FP is usually denoted as $\langle S / F / R>[6]$, where:

- $S$ describes the value/operation sensitizing the fault, $S \in\{0,1, r 0, r 1,0 w 0$, $1 w 1,0 w 1,1 w 0\}$;
- $F$ describes the value of the faulty (victim) cell (v-cell), $F \in\{0,1, \uparrow, \downarrow\}$;
- $R$ describes the logical value which appears at the output of the memory if the sensitizing operation applied to the $v$-cell is a read operation, $R \in\{0,1,-\}$. The symbol ' - ' in $R$ means that the output data is not applicable; for example, if $S=0 w 0$, then not data will appear at the memory output, and therefore $R$ is replaced by a '-'.

RAM faults can also be divided into single-cell and multi-cell faults. Single-cell faults consist of FPs involving a single cell, while multi-cell faults consists of FPs involving more than one cell. As concerns the multi-cell faults (also called coupling faults), we restrict our analysis to the class of three-cell FPs (i.e. three-cell coupling faults).

## 3. All Static Three-Cell Coupling Faults

Based on the notations previously defined, a three-cell FP is presented as $<S / F / R>=<S_{a 1} ; S_{a 2} ; S_{v} / F / R>_{a 1, a 2, v}$, where $S_{a 1}, S_{a 2}$ and $S_{v}$ are the sensitizing operation (or state) sequences performed on the $a 1$-cell and a2-cell (aggressor cells), and on the $v$-cell (victim cell), respectively. The $a 1$-cell and $a 2$-cell are the cells to which the sensitizing operation (or state) should be applied in order to sensitize the fault, while the $v$-cell is the cell where the fault appears. Note that $S_{a 1}, S_{v} \in\{0$, $1, r 0, r 1,0 w 0,1 w 1,0 w 1,1 w 0\}$, whereas $S_{a 2} \in\{0,1\}$. As presented in Table 1, there are 72 FPs compiled into seven FFMs, as defined in [7], namely:

- state coupling faults (CFst);
- disturb coupling faults (CFds);
- transition coupling faults (CFtr);
- write destructive coupling faults (CFwd);
- read destructive coupling faults (CFrd);
- deceptive read destructive coupling faults ( $C F d r d$ );
- incorrect read coupling faults (CFir).

For example, three cells are said to have a disturb coupling fault if an operation (read, transition or non-transition write) performed on the a1-cell causes the $v$-cell to flip, when $a 2$-cell is in a given state; the FP defined in the row 9 shows that a read 0 operation performed on a1-cell causes the $v$-cell to flip from 0 to 1 , when the $a 2$-cell is in 0 state. Note that, the number of fault primitives is equal to the number of arcs in the graph of states that describes the normal operations for three memory cells ( 8 states $\times 9$ arcs for each state). For this reason, the model is called "all static three-cell coupling faults".

Many test algorithms dedicated to such models of three-cell coupling faults have been reported. Thus, a memory test that requires $n+32 n \log _{2} n$ operations is given by Nair, Thatte, and Abraham (Algorithm B) [8]. A new test of length $n+24 n \log _{2} n$ is proposed by Papachristou and Sahgal [9]. Two more efficient test algorithms, S3CTEST and S3CTEST2, are given by Cockburn [10]. These are tests of approximate length $5 n \log _{2} n+22,5 n$ and $5 n \log _{2} n+5 n\left[\log _{2}\left(1+\log _{2} n\right)\right]+11 n$, respectively. But, for the memory chips currently available, all these tests take a long time to perform because the authors have assumed that the coupled cells can be anywhere in the memory. For example, to test a 64 Mb memory chip assuming a cycle time of 60 ns, S3CTEST takes about 10 min 54 s .

To reduce the length of the test, Caşcaval and Bennett have restricted the model to the more realistic coupling faults that affect only the physically adjacent memory cells [11]. Thus, for a set of three coupled cells $\{i, j, k\}$, six patterns denoted by $P_{1}$, $P_{2}, P_{3}, P_{4}, P_{5}$ and $P_{6}$ are accepted, as shown in Fig. 1.

Table 1. List of three-cell FPs



Fig. 1. Patterns for three physically adjacent cells.
This model of three-cell coupling, which comprises only physically adjacent memory cells, is called reduced three-cell coupling. Under this hypothesis and for the cases in which the mapping from logical addresses to physical cell locations is known completely, they have devised a march test of length $38 n$, which covers this reduced model of three-cell coupling faults. A new more efficient march test with $30 n$ operations (MT-R3CF) dedicated to the same reduced model of three-cell coupling faults is reported by Caşcaval, Bennett, and Huţanu [12]. But, all these test algorithms assume that a memory fault can be sensitized only by a transition write operation into a cell. Based on the model of all static two-cell coupling faults defined by Hamdioui, van de Goor and Rodgers in [7], this model of three-cell coupling faults has been extended by considering other classes of faults, such as the faults sensitized by a read or a non-transition write operation [1]. To cover this large fault model, called all static reduced three-cell coupling faults, the memory test March $S_{3} C$ has been proposed. This test is presented briefly in the following section.

## 4. The Memory Test March $_{3} C$

The march tests are the most popular and widely accepted deterministic test algorithms because of their low temporal complexity, regular structures and their ability to detect a wide variety of memory faults. Usually, a complete march test is delimited by ' $\{\ldots\}$ ' bracket pair, while a march element is delimited by the ' $(\ldots)$ ' bracket pair. March elements are separated by semicolons, and the operations within a march element are separated by commas. Note that all operations of a march element are performed at a certain address, before proceeding to the next address. The whole memory is checked homogeneously in either one of two orders: ascending address order $(\Uparrow)$ or descending address order $(\Downarrow)$. When the address order is not relevant, the symbol $\mathbb{\imath}$ is used.

The memory test we have considered for a possible BIST implementation is March $S_{3} C$. This memory test dedicated to the reduced model of all static threecell coupling is presented in Fig. 2, where $I_{1}, I_{2}, I_{3}$, and $I_{4}$ are sequences which initialize the memory as follows: $I_{1}$ initializes the odd columns with 0 and the even columns with 1, and $I_{3}$ vice versa (column-stripe data background); $I_{2}$ and $I_{4}$ initialize the memory with a checkerboard data background and its complement, as illustrated in Fig. 3.

$$
\begin{aligned}
& \left\{\mathbb{I}(w o)^{(0)} ;\right. \\
& \Uparrow\left(r, r, w, r, w_{c}\right){ }^{\left({ }^{1}\right)} ; \Uparrow\left(r, r, w, r, w_{c}\right)^{(2)} ; \Downarrow\left(r, r, w, r, w_{c}\right)^{(3)} ; \Downarrow\left(r, r, w, r, w_{c}\right)^{(4)} ; \\
& I_{1}{ }^{(5)} ; \Uparrow\left(r, r, w, r, w_{c}, r, r, w, r, w_{c}\right)^{(6)} ; I_{2}{ }^{(7)} ; \Uparrow\left(r, r, w, r, w_{c}, r, r, w, r, w_{c}\right)^{(8)} ; \\
& I_{3}{ }^{(9)} ; \Uparrow\left(r, r, w, r, w_{c}, r, r, w, r, w_{c}\right){ }^{(10)} ; I_{4}{ }^{(11)} ; \Uparrow\left(r, r, w, r, w_{c}, r, r, w, r, w_{c}\right){ }^{\left({ }^{12}\right)} ; \\
& \left.\mathbb{I}(r o){ }^{(13)}\right\}
\end{aligned}
$$

Fig. 2. The memory test March $S_{3} C$.

| 0 |  | 0 |  | 0 |  | 0 |  | 0 |  |  | 10 | 1 | 0 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 10 | 01 | 0 | 1 | 0 | 1 |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 10 | 0 | 0 | 1 | 0 | 1 |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 10 | 01 | 0 | - | 0 | 1 |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 10 | 01 | 0 | 01 | 0 | 1 |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 10 |  | 0 | 0 | 0 |  |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 10 | 01 | 0 | 1 | 0 | 1 |
|  | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 10 | 0 | 0 | 0 | 0 | 1 |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 10 | 01 | 0 | 0 | 0 |  |

$\left.\begin{array}{|l|l|l|l|l|l|l|l|l|l|l|l|l|l|l|}\hline 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 \\ 0 & 0 \\ \hline 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1\end{array}\right)$

| 0 |  | 0 |  | 0 |  |  |  |  | 0 |  | 0 |  | 0 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 1 | 0 | 1 |  |  | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |  | 0 |
| 0 | 1 | 0 | 1 | 0 |  | 10 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| 1 | 0 | 1 | 0 |  |  | 01 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |  | 0 |
| 0 | 1 | 0 | 1 | 0 |  | 10 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| 1 | 0 | 1 | 0 | 1 |  | 01 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |  | 0 |
| 0 | 1 | 0 |  | 0 |  | 10 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |  |
| 1 | 0 | 1 | 0 |  |  |  | 1 | 0 | 1 | 0 | 1 | 0 | 1 |  |  | 0 |
| 0 | 1 | 0 |  |  |  | $1 \backslash 0$ |  | 1 | 0 | 1 | 0 | 1 | 0 |  |  |  |



Fig. 3. Memory initialization for the memory test $\operatorname{March} S_{3} C$.
This march test contains fourteen sequences as identified with a superscript $(x)$, where $x \in\{0,1, \ldots, 13\}$. The test sequences (5)-(12) form an alternating series of
background changes and march elements (as Cockburn proposed in [10]). Note that when changing from one background to the next, only the cells that must change states are written. Also, each write operation is preceded by a read operation. We can observe in Fig. 4 that any background change affects only a half of the cells. Each test sequence $I_{1}, I_{2}, I_{3}$ or $I_{4}$ performs $\frac{n}{2}$ read operations and $\frac{n}{2}$ write operations. Consequently, March $S_{3} C$ needs $66 n$ operations. This march memory test is able to detect all the 72 FPs presented in Table 1 for all the six patterns illustrated in Fig. 1.


Fig. 4. Generic BIST scheme.
Regarding this march test, note that symbol $\uparrow$ denotes an increasing address order, from address 0 to $n-1$, as long as symbol $\Downarrow$ denotes a reverse address order, from address $n-1$ to 0 . Other permutations of the set of memory cell addresses decrease the effectiveness of the march test.

## 5. Simulation Results

To compare $M a r c h S_{3} C$ with other published tests, simulation results are presented in this section. The following march tests have been considered for the simulation study:
a) MT-R3CF $[12]:\left\{\Uparrow(w 0) ; \Uparrow(r, w 1) ; \Uparrow(r, w 0) ; \Downarrow(r, w 1) ; \Downarrow(r, w 0) ; I_{1}\right.$;
$\left.\Uparrow(r, w \mathrm{c}, r, w \mathrm{c}) ; I_{2} ; \Uparrow(r, w \mathrm{c}, r, w \mathrm{c}) ; I_{3} ; \Uparrow(r, w \mathrm{c}, r, w \mathrm{c}) ; I_{4} ; \Uparrow(r, w \mathrm{c}, r, w \mathrm{c}) ; \mathbb{I}(r)\right\}$, where $I_{1}, I_{2}, I_{3}$ and $I_{4}$ are sequences that initialize the memory as illustrated in Fig. 3.
b) Algorithm A [8]: $\{\Uparrow(w 0) ; \Uparrow(r 0, w 1) ; \Uparrow(r 1) ; \Uparrow(r 1, w 0) ; \Uparrow(r 0) ; \Downarrow(r 0, w 1) ; \Downarrow(r 1)$; $\Downarrow(r 1, w 0) ; \Downarrow(r 0) ; \Uparrow(r 0, w 1, w 0) ; \Uparrow(r 0) ; \Downarrow(r 0, w 1, w 0) ; \Downarrow(r 0) ; \Uparrow(w 1) ; \Uparrow(r 1, w 0, w 1)$; $\Uparrow(r 1) ; \Downarrow(r 1, w 0, w 1) ; \Downarrow(r 1)\}$.
c) March G [13]: $\{\hat{\mathbb{H}}(w 0) ; \Uparrow(r 0, w 1, r 1, w 0, w 1) ; \Uparrow(r 1, w 0, r 0, w 1)$; $\Downarrow(r 1, w 0, w 1, w 0) ; \Downarrow(r 0, w 1, r 1, w 0) ; \Uparrow(r 0, w 1, r 1) ; \Downarrow(r 1, w 0, r 0)\}$.
d) March S2C $[14]:\{\Uparrow(w 0) ; \Uparrow(r 0, w 1, r 1, r 1, w 1) ; \Uparrow(r 1, w 0, r 0, r 0, w 0)$; $\Downarrow(r 0, w 1, r 1, r 1, w 1) ; \Downarrow(r 1, w 0, r 0, r 0, w 0) ; \mathbb{\imath}(r 0) ;\}$.
e) March LA [15]: $\{\mathfrak{t}(w 0) ; \Uparrow(r 0, w 1, w 0, w 1, r 1) ; \Uparrow(r 1, w 0, w 1, w 0, r 0)$; $\Downarrow(r 0, w 1, w 0, w 1, r 1) ; \Downarrow(r 1, w 0, w 1, w 0, r 0) ; \Downarrow(r 0)\}$.
f) March B[16]: $\{\Uparrow \mathbb{}(w 0) ; \Uparrow(r 0, w 1, r 1, w 0, r 0, w 1) ; \Uparrow(r 1, w 0, w 1)$; $\Downarrow(r 1, w 0, w 1, w 0) ; \Downarrow(r 0, w 1, w 0)\}$.
g) March LR [17]: $\{\hat{\mathbb{H}}(w 0) ; \Downarrow(r 0, w 1) ; \Uparrow(r 1, w 0, r 0, w 1) ; \Uparrow(r 1, w 0)$; $\Uparrow(r 0, w 1, r 1, w 0) ; \Uparrow(r 0)\}$.
h) March U [18]: $\{\Uparrow \mathbb{y}(w 0) ; \Uparrow(r 0, w 1, r 1, w 0) ; \Uparrow(r 0, w 1) ; \Downarrow(r 1, w 0, r 0, w 1)$; $\Downarrow(r 1, w 0)\}$.

All the six patterns $P_{1}, P_{2}, \ldots, P_{6}$ illustrated in Fig. 1, and all FPs presented in Table 1 have been considered in this simulation study. Moreover, for each group of coupled cells, composed of two aggressor cells ( $a 1$-cell and $a 2$-cell) and a victim cell ( $v$-cell), six distinct combinations on the set $\{a 1, a 2, v\}$ have been considered. Consequently, $2952(6 \times 6 \times 72)$ FPs have been simulated in order to evaluate the fault coverage of this reduced model of three-cell coupling faults. The simulation results are presented in Table 2.

Table 2. Fault coverage of this reduced model of three-cell coupling faults

| $\#$ | Memory test | Test length | Fault coverage (\%) |
| :--- | :--- | :---: | :---: |
| 1 | MarchS3C | $66 n$ | 100 |
| 2 | MT_R3CF | $30 n$ | 56.73 |
| 3 | Algorithm A | $30 n$ | 46.30 |
| 4 | March G | $24 n$ | 44.91 |
| 5 | MarchS2C | $22 n$ | 53.40 |
| 6 | March LA | $22 n$ | 42.82 |
| 7 | March B | $17 n$ | 32.18 |
| 8 | March LR | $14 n$ | 43.52 |
| 9 | March U | $13 n$ | 42.59 |

As shown in Table 2, only March $S_{3} C$ is able to detect all FPs of simple three-cell coupling faults.

## 6. A BIST Logic Design for March $_{3} C$

Generally, a circuit with BIST facilities has two operation modes: normal operation and test. In normal operation, the circuit receives its inputs from other modules
and performs the function for which it was designed. In the test mode, a test generator applies a sequence of test patterns to the memory, and a response monitor evaluates the test responses as illustrated in Fig. 4.

For the memory test $M a r c h S_{3} C$, a BIST logic with the block diagram presented in Fig. 5 is proposed.


Fig. 5. The block diagram of BIST logic for the memory test March $S_{3} C$.
The BIST logic is composed of three parts: address-generation logic, data-generation and response-verification logic, and microcode control logic.

## A. Address-generation logic

The address generation logic is composed of two up/down counters, for row address $(R A)$ and column address $(C A)$, respectively. Each address counter can be initialised with 0 (InitZero) or 1 (InitOne) in all bit locations. The memory is checked in ascending or descending order, so that, depending on the test sequence $(T S)$, the control logic increments ( $U p$ ) or decrements ( $D n$ ) one of the address counters, $R A$ or $C A$.

## B. Data generation and response-verification logic

The data-generation logic supplies data to be written in the memory and the expected data for response monitoring. An unique logic to generate both data for writing operations and expected data for response monitoring can be used. Note that, except on the first initialisation $(w 0)$ and the final checking of the memory ( $r 0$ ), the test algorithm is composed of two kinds of march elements, $\left(r, r, w, r, w_{c}\right)$ and ( $r, r, w$,
$\left.r, w_{c}, r, r, w, r, w_{c}\right)$. Every write operation into a cell is preceded by a read operation. The expected data in the first read operation of a cell is presented in Table 3, where $L S B C A$ and $L S B R A$ denote the less significant bit of the column address of the cell, and the less significant bit of the row address of the cell, respectively (Fig. 3).

Table. 3. Expected data in the first read operation of a cell

| Test sequence (TS) | Expected data |
| :---: | :---: |
| $(1)$ | 0 |
| $(2)$ | 1 |
| $(3)$ | 0 |
| $(4)$ | 1 |
| $(5)$ | 0 |
| $(6)$ | $L S B_{C A}$ |
| $(7)$ | $L S B_{C A}$ |
| $(8)$ | $L S B_{C A} \oplus L S B_{R A}$ |
| $(9)$ | $L S B_{C A} \oplus L S B_{R A}$ |
| $(10)$ | $\overline{L S B_{C A}}$ |
| $(11)$ | $\overline{L S B_{C A}}$ |
| $(12)$ | $\overline{L S B_{C A} \oplus L S B_{R A}}$ |
| $(13)$ | $\overline{L S B_{C A} \oplus L S B_{R A}}$ |

Data generator is basically composed of a multiplexor with input variables in accordance with the expected data presented in Table 3, and a test sequence counter (TSC) that supplies the selection inputs. The logic variable Invert is used to command the XOR gate for changing the data bit generated.
C. Microcode control logic

The control logic initiates and controls the testing process. The control flow of the test algorithm $\operatorname{March} S_{3} C$ is presented in Fig. 6.

In Fig. 6 the following notations are used to denote specific operations performed on the current memory cell:

- $O(w 0)$ - for the first initialization;
- $O(\operatorname{shortME})$ - for the march element $\left(r, r, w, r, w_{c}\right)$;
- $O\left(l_{0 n g M E)}\right.$ - for the march element $\left(r, r, w, r, w_{c}, r, r, w, r, w_{c}\right)$;
- $O(r 0)$ - for the final checking.


Fig. 6. Control flow for the memory test $\operatorname{March} S_{3} C$.

## 7. Final Remarks

We are unaware of other memory test able to detect all FPs of this large model of three-cell coupling faults. To cover these harder-to-detect faults, $M a r c h S_{3} C$ uses multiple data backgrounds: a solid, a column-stripe, and a checkerboard. Although March $S_{3} C$ uses different patterns for memory initialization, the logic design we have proposed for a possible built-in self-testing implementation is not so complicated.

Regarding the BIST logic design for a MASB architecture, another response verification method is comparing the outputs of symmetrically placed bits in the tested arrays. An advantage of the parallel comparison method is that the expected values need not be generated.
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#### Abstract

This paper presents two new march test algorithms, MT-R3CF and MT-R4CF, for detecting reduced 3 -coupling and 4 -coupling faults, respectively, in $n \times 1$ random-access memories (RAMs). To reduce the length of the tests, only the coupling faults between physically adjacent memory cells have been considered. The tests assume that the storage cells are arranged in a rectangular grid and that the mapping from logical addresses to physical cell locations is known completely. The march tests need $30 n$ and $41 n$ operations, respectively. In this paper any memory fault is modelled by a set of primitive memory faults called simple faults. We prove, using an Eulerian graph model, the ability of the test algorithms to detect all simple coupling faults. This paper also includes a study regarding the ability of the test $M T-R 3 C F$ to detect interacting linked 3 -coupling faults. This work improves the results presented in [1] where a similar model of reduced 3-coupling faults has been considered and a march test with $38 n$ operations has been proposed. To compare these new march tests with other published tests, simulation results are presented in this paper.
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## 1. Introduction

A memory module can be said to be running properly if it is possible to read and correctly change the state of any memory cell independently of the other cell states.

But it is impossible to check any cell for all the states of the other cells because the test length would grow by $2^{n}$, where $n$ is the memory size [5]. Therefore any practical memory test must focus on a fault model which covers only a limited set of physical faults, for which
the occurrence probability cannot be ignored. Test procedures are constrained by the following conflicting requirements:
(a) to detect a wide variety of memory faults;
(b) to reduce the number of memory operations in order to allow large memories to be tested in an acceptable period of time.

Rapid developments in semiconductor technology have resulted in continuing growth of larger and denser random-access memories on a single chip (now 256 Mb and more). With increasing densities, certain types of faults, such as coupling faults or pattern sensitive faults, which are harder to detect are becoming more impor$\operatorname{tant}$ [10]. In addition, more time is required to test memories because of their increasing size thus it is necessary to identify more efficient tests, with the ability to detect complex faults, tests that require test time on the order of $n$.

We report new efficient march test algorithms for difficult-to-detect faults such as 3-coupling and 4coupling faults. For the 3 -coupling fault model, a memory test that requires $n+32 n \log _{2} n$ operations is given by Nair et al. [5] (Algorithm B, $\operatorname{NTA}(B)$ in this article). In [6] a new test of length $n+24 n \log _{2} n$ is proposed by Papachristou and Sahgal ( $P S(B)$ in this article). Two more efficient test algorithms, S3CTEST and S3CTEST2, are proposed by Cockburn in [2]. For 4-coupling faults Cockburn also proposed the test S4CTEST. Taking into account the fault model considered in this paper and based on the specification given by Cockburn in [3], we consider the Cockburn tests with the sequence of operations $\left(r_{u} w_{\bar{u}} r_{\bar{u}} w_{u}\right)$ instead of the reduced sequence $\left(r_{u} w_{\bar{u}} w_{u}\right)$. Consequently, S3CTEST, S3CTEST2, and S4CTEST are tests of approximate length $5 n \log _{2} n+22.5 n, 5 n \log _{2} n+$ $5 n\left[\log _{2}\left(1+\log _{2} n\right)\right]+11 n$, and $10.75 n\left(\log _{2} n\right)^{1.585}$, respectively. For the memory chips currently available, these tests take a long time to perform. For example, to test a 64 Mb memory chip assuming a cycle time of $60 \mathrm{~ns}, P S(B)$ and S3CTEST take about 44 min 24 s and 10 min 54 s , respectively. These memory tests are long because the authors have assumed that the coupled cells can be anywhere in the memory.

We restrict ourselves to coupling faults that affect only physically adjacent memory cells. Under this hypothesis and for the cases in which the mapping from logical addresses to physical cell locations is known completely, we have devised a march test with $30 n$ operations for 3-coupling faults and a march test with $41 n$
operations for 4 -coupling faults. This is an improvement on the results presented in [1] where a march test with $38 n$ operations is proposed.

The remainder of this paper is organised as follows. Section 2 defines the fault model and Section 3 introduces notations, definitions and preliminary considerations. Section 4 presents a new march test MT-R3CF for a reduced model of 3-coupling and analyses the ability of the test to detect simple coupling faults and interacting linked coupling faults. Section 5 presents and analyses the test MT-R4CF for a reduced model of 4 -coupling. Section 6 contains simulation results and compares the new march tests with other published tests. Finally, some conclusions are drawn regarding this work.

## 2. Memory Fault Model

This paper treats the problem of coupling faults in random-access memories. Because the address decoders, sense amplifiers and write drivers are easier to test, we assume that these modules are fault-free and we focus only on the functional faults in the memory cell array where difficult-to-detect faults may exist.

Many different faults can occur in a memory cell array. These can be classified as faults which involve only a single cell (such as stuck-at, stuck-open, transition and data retention faults) and faults where a cell or set of cells influences the behaviour of another cell (such as coupling faults and pattern sensitive faults) [10].
Coupling faults involve $v$ cells ( $v \geq 2$ ). In a set of coupled cells an active and/or a passive influence on a victim cell may exist [10]. Accordingly, coupling faults can be divided into transition and state coupling faults.
(1) Transition coupling faults (TCFs). Consider a set of $v$-coupled cells, $v \geq 2$. The transition coupling fault is used to represent the situation when write operations addressed to one memory cell of the set, say cell $j$, cause the state of another cell in the set, say cell $i$, to change from 0 to 1 or from 1 to 0 , while the $v-2$ remaining cells hold a specific pattern. Cell $i$ is called the coupled (victim) cell and cell $j$ is called the coupling (aggressor) cell. If $v>2$ then the $v-2$ remaining cells are called the enabling cells. We write down this fault as $j \rightarrow i$ TCF.

For the case in which two cells are coupled ( $v=2$ ), two types of TCFs are usually considered: inversion
coupling fault (CFin) and idempotent coupling fault (CFid) as defined in [10].
(2) State coupling faults (SCFs). The state coupling fault is used to represent the situation when a cell in a set of $v$-coupled cells ( $v \geq 2$ ), say cell $i$, fails to undergo a $0 \rightarrow 1$ or a $1 \rightarrow 0$ transition when the complement of the contents of the memory cell is written into the cell, while the remaining $v-1$ cells in the set (enabling cells) hold a specific pattern. In such a case, we say that the enabling cells have a passive influence on the coupled (victim) cell and call this fault an $i$-state coupling fault ( $i$-SCF). Note that a SCF is activated by a transition in the victim cell, whereas a TCF is activated by a transition in other aggressor cell.

In this work we have limited ourselves to the model with at most four coupled cells and we assume that only physically adjacent cells can be 3-coupled or 4-coupled. For a set of 3-coupled cells, six patterns $P_{1}, P_{2}, P_{3}, P_{4}, P_{5}$ and $P_{6}$ are accepted, as shown in Fig. 1. For a set of 4 -coupled cells our model is limited to the square pattern. We call these models of 3 -coupling and 4 -coupling faults, which comprise only physically adjacent cells, reduced 3-coupling and 4-coupling, respectively.

Remark 1. Because in our model the 3-coupled cells and 4 -coupled cells are physically adjacent, the transition coupling faults and the state coupling faults can also be considered as active neighbourhood pattern sensitive faults (ANPSFs) and passive neighbourhood pattern sensitive faults (PNPSFs), respectively [8]. But in our model any cell in a set of $v$-coupled cells can be a victim cell, not only the central base cell as is usually


Fig. 1. Patterns for three and four physically adjacent cells.
considered in the NPSFs model (see for example [8]).

In the memory, one or more sets of coupled cells may exist. As in $[5,6]$ we assume that the pairs of sets of coupled cells are disjoint.

Definition 1. A triggering transition is defined as one that is initiated by the testing algorithm by writing into a cell the complement of the previous logic value of the cell. With respect to a given fault, the triggering transition which may activate the fault is called an activating transition.

We assume that a memory fault can be activated only by a triggering transition into a cell. In other words, we do not consider in this work disturb coupling faults which can be activated by either read or write operations (as is possible for dynamic coupling faults).

## 3. Notations, Definitions and Preliminaries

We use the following notations to describe operations on RAMs:

- $x$ denotes that a cell is in a logical state $x ; x \in$ $\{0,1\}$.
- $r\left(r^{i}\right)$-the read operation on a cell (specifically to cell $i$ ).
- $w_{x}\left(w_{x}^{i}\right)$-the operation of writing $x$ into a cell (cell $i), x \in\{0,1\}$.
- $w_{c}\left(w_{c}^{i}\right)$-the operation of writing the complement of the previous state of a cell (cell $i$ ).
- $\uparrow(\uparrow i)$-the operation of writing 1 into a cell (cell $i$ ) when the previous state of the cell was 0 .
- $\downarrow(\downarrow i)$-the operation of writing 0 into a cell (cell $i$ ) when the previous state of the cell was 1 .

Consider a set $S$ of $v$-coupled cells. A state of set $S$ is given by the logical state of each cell in $S$. In order to describe a failed write operation in $S$, we use a vector $F$ with $2 v$ elements grouped in two parts, separated by " $\because$ ". The first part shows the initial state of set $S$ and the triggering transition which activates the fault and the second part shows the state of set $S$ after the triggering transition is carried out. Vector $F$ is composed by the symbols $0,1, \downarrow$ and $\uparrow$. Only one symbol in vector $F$ can be $\uparrow$ or $\downarrow$. For example, for a set of cells $S=\{i, j, k\}$,

Table 1. Simple 2-coupling faults in a set of cells $S=\{i, j\}$.

| Nr. | Vector $F$ | Fault type | Nr. | Vector $F$ | Fault type |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 1 | $\langle\uparrow, 0: D, 0\rangle$ | $i$-SCFs | 9 | $\langle 0, \uparrow: 0, D\rangle$ | $j$-SCFs |
| 2 | $\langle\uparrow, 1: D, 1\rangle$ |  | 10 | $\langle 1, \uparrow: 1, D\rangle$ |  |
| 3 | $\langle\downarrow, 0: \bar{D}, 0\rangle$ |  | 11 | $\langle 0, \downarrow: 0, \bar{D}\rangle$ |  |
| 4 | $\langle\downarrow, 1: \bar{D}, 1\rangle$ |  | 12 | $\langle 1, \downarrow: 1, \bar{D}\rangle$ |  |
| 5 | $\langle\uparrow, 0: 1, \bar{D}\rangle$ | $i \rightarrow j$ TCFs | 13 | $\langle 0, \uparrow: \bar{D}, 1\rangle$ | $j \rightarrow i$ TCFs |
| 6 | $\langle\uparrow, 1: 1, D\rangle$ |  | 14 | $\langle 1, \uparrow: D, 1\rangle$ |  |
| 7 | $\langle\downarrow, 0: 0, \bar{D}\rangle$ |  | 15 | $\langle 0, \downarrow: \bar{D}, 1\rangle$ |  |
| 8 | $\langle\downarrow, 1: 0, D\rangle$ |  | 16 | $\langle 1, \downarrow: D, 1\rangle$ |  |

- vector $F_{1}=\langle 0, \uparrow, 0: 0,0,0\rangle$ describes a SCF in which the triggering transition $\uparrow j$ fails to write 1 into cell $j$ while cells $i$ and $k$ are in the state 0 , and
- vector $F_{2}=\langle\uparrow, 0,0: 1,0,1\rangle$ describes a TCF in which the triggering transition $\uparrow i$ changes the state of cell $k$ from 0 to 1 if cell $j$ is in the state 0 .

To emphasis the state of cell affected by the fault (the victim cell) we use a logic variable $D$ (the well known Roth's notation [7]) as follows:

$$
D= \begin{cases}1 & \text { the cell is fault-free } \\ 0 & \text { the coupling fault has been activated }\end{cases}
$$

Thus, the faults previously defined become: $F_{1}=$ $\langle 0, \uparrow, 0: 0, D, 0\rangle$ and $F_{2}=\langle\uparrow, 0,0: 1,0, \bar{D}\rangle$, where $\bar{D}=$ NOT $D$.

Definition 2. A memory fault that affects a cell in a set of cells $S$ is called a simple fault if and only if it is activated by a single cell transition in set $S$. Only one vector $F$ is necessary to describe a simple fault. If at least two vectors are necessary for a
complete description, the fault is called a complex fault. Any complex fault can be modelled as a set of distinct simple faults simultaneously present in the memory.

Table 1 presents all possible simple faults for a set $S=\{i, j\}$ of coupled cells and Table 2 presents all simple 3-coupling faults which may affect cell $i$ in a set of cells $S=\{i, j, k\}$. As shown in Tables 1 and 2, for each victim cell in a set $S$ of $v$-coupled cells, $v \cdot 2^{v}$ simple faults must be considered.

Definition 3. An interacting linked fault denotes a complex fault comprising two simple faults with contrary effects on the same victim cell. Thus, an interacting linked fault is described by two vectors $F_{1}$ and $F_{2}$ which contain in the same cell position the symbols $D$ and $\bar{D}$, respectively, or vice-versa.

## Examples of complex fault modelling are:

- Take 2-coupled cells with cell $i$ the coupling cell and cell $j$ the coupled cell. The transition $\uparrow i$ changes the state of cell $j$ from 0 to 1 and the transition $\downarrow i$ changes the state of cell $j$ from 1 to 0 . This interacting linked fault can be modelled by two vectors,

$$
F_{1}=\langle\uparrow, 0: 1, \bar{D}\rangle \quad \text { and } \quad F_{2}=\langle\downarrow, 1: 0, D\rangle
$$

- Consider a cell $j$ that is a victim cell of two aggressor cells $i$ and $k$. When cells $i, j$ and $k$ are in the state 0, the transition $\uparrow i$ or $\uparrow k$ changes the state of cell $j$ from 0 to 1 . This non-interacting linked fault can be modelled by two vectors,

$$
\begin{aligned}
& F_{1}=\langle\uparrow, 0,0: 1, \bar{D}, 0\rangle \quad \text { and } \\
& F_{2}=\langle 0,0, \uparrow: 0, \bar{D}, 1\rangle
\end{aligned}
$$

Table 2. Simple 3-coupling faults which affect cell $i$ in set of cells $S=\{i, j, k\}$.

| Nr. | Vector $F(i$-SCFs $)$ | Nr. | Vector $F(j \rightarrow i \mathrm{TCFs})$ | Nr. | Vector $F(k \rightarrow i \mathrm{TCFs})$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 1 | $\langle\uparrow, 0,0: D, 0,0\rangle$ | 9 | $\langle 0, \uparrow, 0: \bar{D}, 1,0\rangle$ | 17 | $\langle 0,0, \uparrow: \bar{D}, 0,1\rangle$ |
| 2 | $\langle\uparrow, 0,1: D, 0,1\rangle$ | 10 | $\langle 0, \uparrow, 1: \bar{D}, 1,1\rangle$ | 18 | $\langle 0,1, \uparrow: \bar{D}, 1,1\rangle$ |
| 3 | $\langle\uparrow, 1,0: D, 1,0\rangle$ | 11 | $\langle 1, \uparrow, 0: D, 1,0\rangle$ | 19 | $\langle 1,0, \uparrow: D, 0,1\rangle$ |
| 4 | $\langle\uparrow, 1,1: D, 1,1\rangle$ | 12 | $\langle 1, \uparrow, 1: D, 1,1\rangle$ | 20 | $\langle 1,1, \uparrow: D, 1,1\rangle$ |
| 5 | $\langle\downarrow, 0,0: \bar{D}, 0,0\rangle$ | 13 | $\langle 0, \downarrow, 0: \bar{D}, 0,0\rangle$ | 21 | $\langle 0,0, \downarrow: \bar{D}, 0,0\rangle$ |
| 6 | $\langle\downarrow, 0,1: \bar{D}, 0,1\rangle$ | 14 | $\langle 0, \downarrow, 1: \bar{D}, 0,1\rangle$ | 22 | $\langle 0,1, \downarrow: \bar{D}, 1,0\rangle$ |
| 7 | $\langle\downarrow, 1,0: \bar{D}, 1,0\rangle$ | 15 | $\langle 1, \downarrow, 0: D, 0,0\rangle$ | 23 | $\langle 1,0, \downarrow: D, 0,0\rangle$ |
| 8 | $\langle\downarrow, 1,1: \bar{D}, 1,1\rangle$ | 16 | $\langle 1, \downarrow, 1: D, 0,1\rangle$ | 24 | $\langle 1,1, \downarrow: D, 1,0\rangle$ |

To test and find a fault in a memory we need to be able to:

- activate (to sensitise) the fault by a proper triggering transition, and,
- observe the fault by reading the changed value of the cell affected by the fault.

Proposition 1. Assume that in a set of cells at most one simple fault may exist. The next three conditions are necessary and sufficient for a test to detect any simple fault that affects a cell in a set $S$ of coupled cells:

- Condition 1. The test must force all the possible cell transitions in the set of coupled cells in order to activate any fault.
- Condition 2. After a triggering transition into a cell in set $S$, the test must read the cell to check if the state has changed before another triggering transition into the cell is allowed to occur. This condition is required to detect any simple SCF activated in set $S$.
- Condition 3. For each possible coupled cell c in $S$, after one or more triggering transition in other cells in the set, the test must read cell c, prior to a triggering transition into cell c, to check if the state has been changed by a triggering transition in other possible coupling cell. This condition is required to detect any simple TCF activated in set $S$.

Proposition 2. A memory test must force at least $v \cdot 2^{v}$ cell transitions in a set of $v$ cells to be able to activate any fault that may affect the set of cells.

Proof: Consider the state transition diagram describing the triggering transitions in a set of $v$ cells without faults (for $v=2$, see for example the graph in Fig. 3). The memory test must force all the transitions in this graph. Because the number of nodes in this graph of states is $2^{v}$ and from each node $v$ arcs go to other adjacent nodes, the memory test must force $v \cdot 2^{v}$ different transitions to cover the graph of states.

Remark 2. Generally, the complex non-interacting linked faults are easier to detect than the simple faults because there are more situations in which a complex fault is activated. Thus, if a test procedure detects all the simple faults, it also detects all the complex noninteracting linked faults. In other words, the set of complex non-interacting linked faults dominates the set of simple faults. However, for the interacting linked faults the combined effects of some simple faults may cancel
each other out before the affected cell is read again. In this way an interacting linked fault can escape even if the test procedure detects all the simple faults.

Proposition 3. A memory test is able to detect an interacting linked fault comprising two simple faults if, between two consecutive read operations of the coupled cell, one simple fault is activated and another one is not.

The march tests are the most popular and widely accepted deterministic test algorithms because of their low temporal complexity, regular structures and their ability to detect a wide variety of memory faults.

Definition 4. A march element (M) consists of a sequence of operations applied to each cell in the memory before proceeding to the next cell. The whole memory is checked homogeneously in either one of two orders: ascending address order ( $\uparrow$ ) or descending address order $(\Downarrow)$. Symbol $\uparrow$ denotes either $\Uparrow$ or $\Downarrow$ address order [11].

Definition 5. A march test consists of a sequence of $m$ march elements, $\left\langle M^{(0)} ; M^{(1)} ; \ldots ; M^{(m-1)}\right\rangle$.

## 4. March Test for Reduced 3-Coupling

In this section we propose the following new march test MT-R3CF for the reduced model of 3-coupling faults.

$$
\begin{align*}
M T-R 3 C F= & \left\langle\mathbb{N}\left(w_{0}\right)^{(0)} ; \Uparrow\left(r w_{1}\right)^{(1)} ; \Uparrow\left(r w_{0}\right)^{(2)} ;\right. \\
& \Downarrow\left(r w_{1}\right)^{(3)} ; \Downarrow\left(r w_{0}\right)^{(4)} ; I_{1}^{(5)} ; \\
& \Uparrow\left(r w_{c} r w_{c}\right)^{(6)} ; I_{2}^{(7)} ; \Uparrow\left(r w_{c} r w_{c}\right)^{(8)} ; \\
& I_{3}^{(9)} ; \Uparrow\left(r w_{c} r w_{c}\right)^{(10)} ; I_{4}^{(11)} ; \\
& \left.\Uparrow\left(r w_{c} r w_{c}\right)^{(12)} ; \mathbb{\mathbb { 1 }}(r)^{(13)}\right\rangle \tag{1}
\end{align*}
$$

where $I_{1}, I_{2}, I_{3}$, and $I_{4}$ are sequences which initialise the memory as follows: $I_{1}$ initialises the odd columns with 0 and the even columns with 1 , and $I_{3}$ vice versa (column-stripe data background); $I_{2}$ and $I_{4}$ initialise the memory with a checkerboard data background and its complement (Fig. 2).

This march test contains fourteen sequences as identified with a superscript $(x)$ where $x \in\{0, \ldots, 13\}$. The test sequences (5)-(12) form an alternating series of background changes and march elements (as Cockburn proposed in [2]). Note that when changing from one background to the next, only the cells that

| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |

$\mathrm{I}_{1}$

| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |

$\mathrm{I}_{2}$

| 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |
| 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |
| 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |
| 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |
| 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |
| 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |
| 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |
| 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |

$\mathrm{I}_{3}$

| 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |

$\mathrm{I}_{4}$

Fig. 2. Data background used by $M T-R 3 C F$ and the possible initial states for all six distinct patterns.
must change states are written. Also, each write operation is preceded by a read operation. We can observe in Fig. 2 that any background change affects only a half of the cells. Each test sequence $I_{1}, I_{2}, I_{3}$, or $I_{4}$ performs $\frac{n}{2}$ read operations and $\frac{n}{2}$ writes operations. Consequently, MT-R3CF has a length of 30 n . Regarding the march test MT-R3CF, symbol $\Uparrow$ denotes an increasing address order, from address 0 to $n-1$, as long as symbol $\Downarrow$ denotes a reversed address order, from address $n-1$ to 0 . Other permutations of the set of memory cell addresses decrease the effectiveness of the march test.

Proposition 4. March elements (1)-(4) in MT-R3CF are able to activate all simple 2-coupling faults.

Proof: Take an arbitrary set of two cells $S=\{i, j\}$. Fig. 3 shows the triggering transition diagram for this set of cells. We represent a state of the set by the contents of cells $i$ and $j$. As shown in Fig. 3 march elements (1)-(4) force all the possible transitions in the set of cells (Condition 1 previously defined in Proposition 1 is satisfied). Note that these four march elements perform a minimal number of write operations because each arc in the graph has been traversed only once.


Fig. 3. The Eulerian graph of states for a set of cells $S=\{i, j\}$.

Remark 3. Except for the final read sequence $\hat{\|}(r)$, the first part of MT-R3CF, $\left\langle\hat{\downarrow}\left(w_{0}\right)^{(0)} ; \Uparrow\left(r w_{1}\right)^{(1)} ; \Uparrow\right.$ $\left.\left(r w_{0}\right)^{(2)} ; \Downarrow\left(r w_{1}\right)^{(3)} ; \Downarrow\left(r w_{0}\right)^{(4)}\right\rangle$, is a test sequence identical with the test March C- [11], that is an optimal march test for simple 2-coupling faults. Without a final read sequence, this test sequence does not detect all simple 2-coupling faults, but the next test sequences (5) and (6) detect all simple 2-coupling faults activated but undetected by march elements (1)-(4).

In the following section we analyse the ability of this new march test to detect reduced 3-coupling faults.

First, we show that MT-R3CF detects all simple faults and then, based on this result, we analyse the ability of the test to detect the interacting linked coupling faults.

## I. Simple 3-Coupling Faults

Theorem 1. The march test MT-R3CF detects all simple reduced 3-coupling faults.

Proof: Consider an arbitrary triple set of cells $S=$ $\{i, j, k\}$ that corresponds with one of the patterns $P_{1}$, $P_{2}, P_{3}, P_{4}, P_{5}$ and $P_{6}$ (see Fig. 1). As shown in Fig. 1, we refer to the cells in $S$ by $i, j$ and $k$ taking into account the order in which these cells are checked during the memory testing. Cells $i, j$ and $k$ are checked in this order when the memory is tested in ascending order $(\Uparrow)$, and in reverse order, when the memory is tested in descending order $(\Downarrow)$. We must show that MT-R3CF activates and observes any simple fault that affects the set of cells $S$.
I. 1 MT-R3CF activates any fault which affects any triple set of cells $S$

According to Condition 1 previously defined in Proposition 1, we must prove that MT-R3CF covers the Eulerian graph of states for a set of cells $S$, in all the six cases.

First, note that the sequence $\mathbb{\|}\left(w_{0}\right)$ loads into any triple set of cells the initial state $\langle 0,0,0\rangle$. Applying the march elements (1)-(4) MT-R3CF forces the transitions marked with solid lines in the Eulerian graph presented in Fig. 4, in every set of cells in the memory under test regardless of the pattern.

The test sequences $I_{1}, I_{2}, I_{3}$ and $I_{4}$ ensure in a set of cells $S$, depending on the pattern (see Figs. 1 and 2), the initial states presented in Table 3. As highlighted

| Table 3. | The initial states for a set of cells $S=\{i, j, k\}$. |  |
| :--- | :---: | ---: |
|  | $I_{1}$ and $I_{3}$ | $I_{2}$ and $I_{4}$ |
| $P_{1}$ | $\langle\mathbf{1}, \mathbf{0}, \mathbf{1}\rangle,\langle\mathbf{0}, \mathbf{1}, \mathbf{0}\rangle$ | $\langle 0,1,1\rangle,\langle 1,0,0\rangle$ |
| $P_{2}$ | $\langle 1,1,0\rangle,\langle 0,0,1\rangle$ | $\langle\mathbf{1}, \mathbf{0}, \mathbf{1}\rangle,\langle\mathbf{0}, \mathbf{1}, \mathbf{0}\rangle$ |
| $P_{3}$ | $\langle\mathbf{1}, \mathbf{0}, \mathbf{1}\rangle,\langle\mathbf{0}, \mathbf{1}, \mathbf{0}\rangle$ | $\langle 1,1,0\rangle,\langle 0,0,1\rangle$ |
| $P_{4}$ | $\langle 0,1,1\rangle,\langle 1,0,0\rangle$ | $\langle\mathbf{1}, \mathbf{0}, \mathbf{1}\rangle,\langle\mathbf{0}, \mathbf{1}, \mathbf{0}\rangle$ |
| $P_{5}$ | $\langle\mathbf{1}, \mathbf{0}, \mathbf{1}\rangle,\langle\mathbf{0}, \mathbf{1}, \mathbf{0}\rangle$ | $\langle 0,1,0\rangle,\langle 1,0,1\rangle$ |
| $P_{6}$ | $\langle 0,0,0\rangle,\langle 1,1,1\rangle$ | $\langle\mathbf{1}, \mathbf{0}, \mathbf{1}\rangle,\langle\mathbf{0}, \mathbf{1}, \mathbf{0}\rangle$ |



Fig. 4. The Eulerian graph of states for a set of cells $S=\{i, j, k\}$ and the transitions carried out by the march elements (1)-(4).


Fig. 5. The transitions carried out in a set of cells $S=$ $\{i, j, k\}$ by $\Uparrow\left(r w_{c} r w_{c}\right)$ for the initial states $\langle 0,1,0\rangle$ and $\langle 1,0,1\rangle$.
in Table 3, the test sequences ensure the initial states $\langle 0,1,0\rangle$ and $\langle 1,0,1\rangle$ for all the six patterns.

In the Eulerian graph two adjacent nodes (states) have only one bit changed and two non-adjacent nodes have at least two bits changed. Applying $\Uparrow\left(r w_{c} r w_{c}\right)$ three adjacent nodes are visited and, finally, the set of cells returns to the initial state (the state that the sequence started with). The transitions forced by $\Uparrow$ $\left(r w_{c} r w_{c}\right)$ in a set of cells $S$ initialised with $\langle 0,1,0\rangle$ and $\langle 1,0,1\rangle$, respectively, are highlighted (marked with solid line) in Fig. 5. The transitions marked with solid lines in Figs. 4 and 5 show that the Eulerian graph of states is completely covered in all the six cases.

Table 4. The operations carried out in a set of cells $S=\{i, j, k\}$ by the march test MT-R3CF.

| Operations | Comments |
| :--- | :--- |
| $\ldots r^{i} w_{1}^{i} \ldots r^{j} w_{1}^{j} \ldots r^{k} w_{1}^{k} \ldots r^{i} w_{0}^{i} \ldots r^{j} w_{0}^{j} \ldots r^{k} w_{0}^{k} \ldots$ | March elements (1) and (2) |
| $\ldots r^{k} w_{1}^{k} \ldots r^{j} w_{1}^{j} \ldots r^{i} w_{1}^{i} \ldots r^{k} w_{0}^{k} \ldots r^{j} w_{0}^{j} \ldots r^{i} w_{0}^{i} \ldots$ | March elements (3) and (4) |
| $\ldots\left[r^{i} w_{c}^{i}\right] \ldots\left[r^{j} w_{c}^{j}\right] \ldots\left[r^{k} w_{c}^{k}\right] \ldots$ | Change to 2nd background ( $I_{1}$ ) |
| $\ldots r^{i} w_{c}^{i} r^{i} w_{c}^{i} \ldots r^{j} w_{c}^{j} r^{j} w_{c}^{j} \ldots r^{k} w_{c}^{k} r^{k} w_{c}^{k} \ldots$ | March element (6) |
| $\ldots\left[r^{i} w_{c}^{i}\right] \ldots\left[r^{j} w_{c}^{j}\right] \ldots\left[r^{k} w_{c}^{k}\right] \ldots$ | Change to 3rd background ( $I_{2}$ ) |
| $\ldots r^{i} w_{c}^{i} r^{i} w_{c}^{i} \ldots r^{j} w_{c}^{j} r^{j} w_{c}^{j} \ldots r^{k} w_{c}^{k} r^{k} w_{c}^{k} \ldots$ | March element (8) |
| $\ldots\left[r^{i} w_{c}^{i}\right] \ldots\left[r^{j} w_{c}^{j}\right] \ldots\left[r^{k} w_{c}^{k}\right] \ldots$ | Change to 4th background (I $\left.I_{3}\right)$ |
| $\ldots r^{i} w_{c}^{i} r^{i} w_{c}^{i} \ldots r^{j} w_{c}^{j} r^{j} w_{c}^{j} \ldots r^{k} w_{c}^{k} r^{k} w_{c}^{k} \ldots$ | March element (10) |
| $\ldots\left[r^{i} w_{c}^{i}\right] \ldots\left[r^{j} w_{c}^{j}\right] \ldots\left[r^{k} w_{c}^{k}\right] \ldots$ | Change to 5th background ( $\left.I_{4}\right)$ |
| $\ldots r^{i} w_{c}^{i} r^{i} w_{c}^{i} \ldots r^{j} w_{c}^{j} r^{j} w_{c}^{j} \ldots r^{k} w_{c}^{k} r^{k} w_{c}^{k} \ldots$ | March element (12) |
| $\ldots r^{i} \ldots r^{j} \ldots r^{k} \ldots$ | Final read sequence |

## I. 2 MT-R3CF observes any simple fault activated in set $S$

Table 4 presents the operations carried out in a set of cells $S=\{i, j, k\}$ during the memory testing, except on the writes for the first initialisation. The operations enclosed inside brackets sometimes are made, or sometimes are not made, depending on the set of cells. We can easily check in Table 4 that Conditions 2 and 3, previously defined in Proposition 1, are also satisfied.

## II. Interacting Linked 3-Coupling Faults

In this section we show that MT-R3CF is able to detect nearly all of the interacting linked faults of reduced 3 -coupling. Some interacting linked faults can not be detected even if MT-R3CF detects all simple faults.

We proved in the previous section that MT-R3CF is able to activate any reduced 3-coupling fault. Now, we must check the ability of the test to observe, in time, the activated faults. This analysis takes into consideration only the interacting linked faults modelled by two simple 3 -coupling faults. For the interacting linked faults modelled by one simple 2-coupling fault and one simple 3-coupling fault the approach is similar and simpler.

Consider a victim cell $k$. For other two cases when cell $i$ or cell $j$ is a victim cell the analysis is similar.

Generally, a fault which affects the initialisation of a cell is detected by the next march element applied
to this cell because a march element starts with a read operation. A fault undetected at that moment will be definitely reactivated later. For example, take a test sequence that changes the background and must bring the set $S=\{i, j, k\}$ into the state $(x, y, z)$. An arbitrary fault prevents the change of state in cell $k$ from $\bar{z}$ to z . Because cell $k$ is the last cell written in set $S$ only a $k$-SCF may cause the initialisation of cell $k$. Fig. 6 shows that even if this $k$-SCF is not detected by the first read operation of cell $k$, because of another $i \rightarrow k$ or $j \rightarrow k$ TCF, it is activated again by the operations $w_{c}^{k} r^{k} w_{c}^{k}$.

Based on these considerations we assume that all the memory initialisations are successfully performed in order to simplify the analysis of the interacting linked faults.
Because the number of possible interacting linked faults in a set of 3-coupled cells is very large, we must limit the analysis to faults liable to remain undetected by $M T-R 3 C F$. Thus, the analysis requires first

- to identify and model the interacting linked faults in a set of 3-coupled cells, that can possibly remain undetected by MT-R3CF, and then,
- to check if MT-R3CF is able to detect these interacting linked faults.
II.1. Identification and modelling of the interacting linked faults which affect cell $k$

We concentrate on the situations in which two or more write operations are carried out in a set of cells $S=\{i, j, k\}$ between two consecutive read operations


Fig. 6. The fault $k$-SCF which affects the initialisation is reactivated by the next march element.
of cell $k$. As shown in Table 4, five types of interacting linked faults which affect cell $k$ must be considered. These interacting linked faults are modelled by two simple faults, as follows:
(a) one simple $k$-SCF and one simple $i \rightarrow k$ TCF;
(b) one simple $k$-SCF and one simple $j \rightarrow k$ TCF;
(c) one simple $i \rightarrow k$ TCF and one simple $j \rightarrow k$ TCF;
(d) two simple $i \rightarrow k$ TCFs;
(e) two simple $j \rightarrow k$ TCFs.

Case (a) We must determine all pairs of simple faults $k$-SCF and $i \rightarrow k$ TCF with contrary effects on cell $k$. Tables 5 and 6 present all simple $k$-SCFs and $i \rightarrow k$ TCFs, respectively. Consequently, we must determine all combinations between one simple fault in Table 5 $\left(F_{1}\right)$ and other one in Table $6\left(F_{2}\right)$, in which $F_{1}$ contains symbol $D$ and $F_{2}$ symbol $\bar{D}$, or vice-versa. For

Table 5. Simple $k$-state coupling faults ( $k$-SCFs).

|  | Initial states and patterns for which <br> $w_{c}^{k} r^{k}$ activates and observes the fault |  |
| :--- | :---: | :---: |
| Vector $F$ | Initial state | Pattern |
| $\langle 0,0, \uparrow: 0,0, D\rangle$ | $\langle 0,0,0\rangle$ | $P_{6}$ |
| $\langle 0,0, \downarrow: 0,0, \bar{D}\rangle$ | $\langle 0,0,1\rangle$ | $P_{2}, P_{3}$ |
| $\langle\mathbf{0}, \mathbf{1}, \uparrow: \mathbf{0}, \mathbf{1}, \boldsymbol{D}\rangle$ | $\langle\mathbf{0}, \mathbf{1}, \mathbf{0}\rangle$ | $\boldsymbol{P}_{\mathbf{1}}, \boldsymbol{P}_{\mathbf{2}}, \boldsymbol{P}_{\mathbf{3}}, \boldsymbol{P}_{\mathbf{4}}, \boldsymbol{P}_{\mathbf{5}}, \boldsymbol{P}_{\mathbf{6}}$ |
| $\langle 0,1, \downarrow: 0,1, \bar{D}\rangle$ | $\langle 0,1,1\rangle$ | $P_{1}, P_{4}$ |
| $\langle 1,0, \uparrow: 1,0, D\rangle$ | $\langle 1,0,0\rangle$ | $P_{1}, P_{4}$ |
| $\langle\mathbf{1}, \mathbf{0}, \downarrow: \mathbf{1}, \mathbf{0}, \overline{\boldsymbol{D}}\rangle$ | $\langle\mathbf{1}, \mathbf{0}, \mathbf{1}\rangle$ | $\boldsymbol{P}_{\mathbf{1}}, \boldsymbol{P}_{\mathbf{2}}, \boldsymbol{P}_{\mathbf{3}}, \boldsymbol{P}_{\mathbf{4}}, \boldsymbol{P}_{\mathbf{5}}, \boldsymbol{P}_{\mathbf{6}}$ |
| $\langle 1,1, \uparrow: 1,1, D\rangle$ | $\langle 1,1,0\rangle$ | $P_{2}, P_{3}$ |
| $\langle 1,1, \downarrow: 1,1, \bar{D}\rangle$ | $\langle 1,1,1\rangle$ | $P_{6}$ |

example,

$$
\begin{aligned}
F_{1}= & \langle 0,0, \uparrow: 0,0, D\rangle \quad \text { and } \\
F_{2}= & \langle\uparrow, 0,0: 1,0, \bar{D}\rangle,\langle\downarrow, 0,0: 0,0, \bar{D}\rangle, \\
& \langle\uparrow, 1,0: 1,1, \bar{D}\rangle, \text { or }\langle\downarrow, 1,0: 0,1, \bar{D}\rangle .
\end{aligned}
$$

Regarding the $k$-SCFs we note that some faults are detected by the test sequence $w_{c}^{k} r^{k}$ when the cell $k$ is checked immediately after the triggering transition. Table 5 highlights two simple $k$-SCFs, $\langle 0,1, \uparrow$ : $0,1, D\rangle$ and $\langle 1,0, \downarrow: 1,0, \bar{D}\rangle$, that are detected by the operations $w_{c}^{k} r^{k}$ for all the six patterns $P_{1}-P_{6}$. These two simple $k$-SCFs can be ignored in this analysis. All the interacting linked faults we must consider in this case are presented in Table 8, rows 1-24.
Case (b) This is similar to (Case a). We must consider the combinations between one simple fault in Table $5\left(F_{1}\right)$ and other one in Table $7\left(F_{2}\right)$, in which $F_{1}$ contains symbol $D$ and $F_{2}$ symbol $\bar{D}$, or vice-versa. These interacting linked faults are presented in Table 8, rows 25-48.

| Table 6. | Simple $i \rightarrow k$ TCFs. |
| :--- | ---: |
| Nr | Vector $F$ |
| 1 | $\langle\uparrow, 0,0: 1,0, \bar{D}\rangle$ |
| 2 | $\langle\downarrow, 0,0: 0,0, \bar{D}\rangle$ |
| 3 | $\langle\uparrow, 0,1: 1,0, D\rangle$ |
| 4 | $\langle\downarrow, 0,1: 0,0, D\rangle$ |
| 5 | $\langle\uparrow, 1,0: 1,1, \bar{D}\rangle$ |
| 6 | $\langle\downarrow, 1,0: 0,1, \bar{D}\rangle$ |
| 7 | $\langle\uparrow, 1,1: 1,1, D\rangle$ |
| 8 | $\langle\downarrow, 1,1: 0,1, D\rangle$ |


| Table 7. | Simple $j \rightarrow k$ TCFs. |
| :--- | ---: |
| Nr. | Vector $F$ |
| 1 | $\langle 0, \uparrow, 0: 0,1, \bar{D}\rangle$ |
| 2 | $\langle 0, \downarrow, 0: 0,0, \bar{D}\rangle$ |
| 3 | $\langle 0, \uparrow, 1: 0,1, D\rangle$ |
| 4 | $\langle 0, \downarrow, 1: 0,0, D\rangle$ |
| 5 | $\langle 1, \uparrow, 0: 1,1, \bar{D}\rangle$ |
| 6 | $\langle 1, \downarrow, 0: 1,0, \bar{D}\rangle$ |
| 7 | $\langle 1, \uparrow, 1: 1,1, D\rangle$ |
| 8 | $\langle 1, \downarrow, 1: 1,0, D\rangle$ |

Case (c) We must have in view all combinations between one simple fault in Table $6\left(F_{1}\right)$ and another one in Table $7\left(F_{2}\right)$ in which $F_{1}$ contains symbol $D$ and $F_{2}$ symbol $\bar{D}$, or vice-versa. These interacting linked faults are presented in Table 8, rows 49-80.

Case (d) We must consider all combinations of simple $i \rightarrow k$ TCFs with contrary effects on cell $k$ which can be activated by the test sequence $r^{i} w_{c}^{i} r^{i} w_{c}^{i}$. Thus, two vectors $F_{1}$ and $F_{2}$ in Table 6 must satisfy three conditions:

- $F_{1}$ contains symbol $\uparrow$ and $F_{2}$ symbol $\downarrow$, or viceversa;
- $F_{1}$ contains symbol $D$ and $F_{2}$ symbol $\bar{D}$, or viceversa;
- $F_{1}$ and $F_{2}$ contain the same value regarding cell $j$.

The interacting linked faults we must consider for this case are given in Table 8, rows 81-84.

Case (e) This is similar to (Case d). We must consider all pairs of vectors $F_{1}$ and $F_{2}$ in Table 7 that satisfy the conditions previously defined. These interacting linked faults are given in Table 8, rows 85-88.
II.2. The analysis of the interacting linked faults previously defined

Table 8 presents the whole set of interacting linked faults which affect cell $k$ that could possibly remain undetected by MT-R3CF. To check if the march test $M T-R 3 C F$ is able to detect an interacting linked fault, according to Proposition 3 we identified first an initial state which allows, in the next test sequence, one simple fault to be activated and the other one not to be. Table 8 gives the test sequence which detects an interacting linked fault, for each pattern of coupled cells (in the hypothesis in which the fault is not activated by
$\left.\hat{y}\left(w_{0}\right)\right)$. For example, independent of the set of coupled cells, the first interacting linked fault is detected by the test sequence $\Uparrow\left(\mathrm{rw}_{1}\right)$, when $F_{2}$ is activated and $F_{1}$ is not. The second interacting linked fault is detected by sequence (6) if the set of coupled cells corresponds with pattern $P_{1}, P_{2}$ or $P_{3}$, by sequence (8) for pattern $P_{4}$, and by sequence (10) for pattern $P_{5}$ or $P_{6}$.

As shown in Table 8, MT-R3CF does not detect the following three interacting linked faults which affect cell $k$ :

- Fault 60 , modelled by $F_{1}=\langle\uparrow, 0,1: 1,0, D\rangle$ and $F_{2}=\langle 1, \downarrow, 0: 1,0, \bar{D}\rangle$, for $P_{5}$ and $P_{6}$,
- Fault 65, modelled by $F_{1}=\langle\uparrow, 1,0: 1,1, \bar{D}\rangle$ and $F_{2}=\langle 0, \uparrow, 1: 0,1, D\rangle$, for $P_{5}$,
- Fault 88 , modelled by $F_{1}=\langle 1, \downarrow, 0: 1,0, \bar{D}\rangle$ and $F_{2}=\langle 1, \uparrow, 1: 1,1, D\rangle$, for $P_{2}$.

Finally we present other two interacting linked faults undetected by MT-R3CF, when cell $i$ is a victim cell:

- Fault modelled by $F_{1}=\langle 0, \downarrow, 0: \bar{D}, 0,0\rangle$ and $F_{2}=$ $\langle 1,1, \downarrow: D, 1,0\rangle$, for $P_{1}, P_{4}$ and $P_{6}$,
- Fault modelled by $F_{1}=\langle 1, \uparrow, 1: D, 1,1\rangle$ and $F_{2}=$ $\langle 0,0, \uparrow: \bar{D}, 0,1\rangle$, for $P_{1}, P_{4}$ and $P_{6}$.


## 5. March Test for Reduced 4-Coupling Faults

In this section we propose the following new march test of length $41 n$ for the reduced model of 4-coupling faults considered in this paper.

## MT-R4CF

$$
\begin{align*}
= & \left\langle I_{1} ; \Uparrow\left(r w_{c} r w_{c}\right) ; I_{2} ; \Uparrow\left(r w_{c} r w_{c}\right) ;\right. \\
& I_{3} ; \Uparrow\left(r w_{c} r w_{c}\right) ; I_{4} ; \Uparrow\left(r w_{c} r w_{c}\right) ; I_{5} ; \Uparrow\left(r w_{c} r w_{c}\right) ; \\
& I_{6} ; \Uparrow\left(r w_{c} r w_{c}\right) ; I_{7} ; \Uparrow\left(r w_{c} r w_{c}\right) ; I_{8} ; \Uparrow\left(r w_{c} r w_{c}\right) ; \\
& \hat{\psi}(R)\rangle \tag{2}
\end{align*}
$$

where $I_{1}, I_{2}, I_{3}, I_{4}, I_{5}, I_{6}, I_{7}$ and $I_{8}$ are test sequences which initialise the memory as follows: $I_{1}$ and $I_{3}$ initialise all the cells with 0 and 1 , respectively (solid data background); $I_{2}$ initialises the odd columns with 0 and the even columns with 1 , and $I_{4}$ vice versa (columnstripe data background); $I_{5}$ initialises the odd rows with 0 and the even rows with 1 , and $I_{7}$ vice versa (row-stripe data background); $I_{6}$ and $I_{8}$ initialise the memory with a checkerboard data background and its complement (Fig. 7).

Table 8. The interacting linked coupling faults which affect cell $k$ and the test sequences which detect them.

| Nr. | Interacting linked faults |  |  | Test sequence that detects the fault for $P_{1}, P_{2}, P_{3}, P_{4}, P_{5}, P_{6}$ |
| :---: | :---: | :---: | :---: | :---: |
|  | Case | $F_{1}$ | $F_{2}$ |  |
| 1 | a | $\langle 0,0, \uparrow: 0,0, D\rangle$ | $\langle\uparrow, 0,0: 1,0, \bar{D}\rangle$ | 1 |
| 2 |  | " | $\langle\uparrow, 1,0: 1,1, \bar{D}\rangle$ | 6, 6, 6, 8, 10, 10 |
| 3 |  | " | $\langle\downarrow, 0,0: 0,0, \bar{D}\rangle$ | 4 |
| 4 |  | " | $\langle\downarrow, 1,0: 0,1, \bar{D}\rangle$ | 4 |
| 5 |  | $\langle 0,0, \downarrow: 0,0, \bar{D}\rangle$ | $\langle\uparrow, 0,1: 1,0, D\rangle$ | 3 |
| 6 |  | " | $\langle\uparrow, 1,1: 1,1, D\rangle$ | 3 |
| 7 |  | " | $\langle\downarrow, 0,1: 0,0, D\rangle$ | 3 |
| 8 |  | " | $\langle\downarrow, 1,1: 0,1, D\rangle$ | 2 |
| 9 |  | $\langle 0,1, \downarrow: 0,1, \bar{D}\rangle$ | $\langle\uparrow, 0,1: 1,0, D\rangle$ | 10, 9, 7, 9, 8, 6 |
| 10 |  | " | $\langle\uparrow, 1,1: 1,1, D\rangle$ | 4 |
| 11 |  | " | $\langle\downarrow, 0,1: 0,0, D\rangle$ | 10, 9, 7, 9, 8, 6 |
| 12 |  | " | $\langle\downarrow, 1,1: 0,1, D\rangle$ | 2 |
| 13 |  | $\langle 1,0, \uparrow: 1,0, D\rangle$ | $\langle\uparrow, 0,0: 1,0, \bar{D}\rangle$ | 1 |
| 14 |  | " | $\langle\uparrow, 1,0: 1,1, \bar{D}\rangle$ | 6, 6, 6, 6, 9, 6 |
| 15 |  | " | $\langle\downarrow, 0,0: 0,0, \bar{D}\rangle$ | 6, 6, 6, 6, 5, 5 |
| 16 |  | " | $\langle\downarrow, 1,0: 0,1, \bar{D}\rangle$ | 6, 6, 6, 6, 9, 6 |
| 17 |  | $\langle 1,1, \uparrow: 1,1, D\rangle$ | $\langle\uparrow, 0,0: 1,0, \bar{D}\rangle$ | 1 |
| 18 |  | " | $\langle\uparrow, 1,0: 1,1, \bar{D}\rangle$ | 2 |
| 19 |  | " | $\langle\downarrow, 0,0: 0,0, \bar{D}\rangle$ | 2 |
| 20 |  | " | $\langle\downarrow, 1,0: 0,1, \bar{D}\rangle$ | 6, 6, 6, 8, 8, 10 |
| 21 |  | $\langle 1,1, \downarrow: 1,1, \bar{D}\rangle$ | $\langle\uparrow, 0,1: 1,0, D\rangle$ | $6,8,6,12,6,6$ |
| 22 |  | " | $\langle\uparrow, 1,1: 1,1, D\rangle$ | 4 |
| 23 |  | " | $\langle\downarrow, 0,1: 0,0, D\rangle$ | 10, 8, 8, 12, 6, 6 |
| 24 |  | " | $\langle\downarrow, 1,1: 0,1, D\rangle$ | 2 |
| 25 | b | $\langle 0,0, \uparrow: 0,0, D\rangle$ | $\langle 0, \uparrow, 0: 0,1, \bar{D}\rangle$ | 6, 8, 6, 8, 10, 10 |
| 26 |  | " | $\langle 1, \uparrow, 0: 1,1, \bar{D}\rangle$ | 1 |
| 27 |  | " | $\langle 0, \downarrow, 0: 0,0, \bar{D}\rangle$ | 4 |
| 28 |  | " | $\langle 1, \downarrow, 0: 1,0, \bar{D}\rangle$ | 4 |
| 29 |  | $\langle 0,0, \downarrow: 0,0, \bar{D}\rangle$ | $\langle 0, \uparrow, 1: 0,1, D\rangle$ | 3 |
| 30 |  | " | $\langle 1 \uparrow, 1: 1,1, D\rangle$ | 3 |
| 31 |  | " | $\langle 0, \downarrow, 1: 0,0, D\rangle$ | 2 |
| 32 |  | " | $\langle 1, \downarrow, 1: 1,0, D\rangle$ | 3 |
| 33 |  | $\langle 0,1, \downarrow: 0,1, \bar{D}\rangle$ | $\langle 0, \uparrow, 1: 0,1, D\rangle$ | 4 |
| 34 |  | " | $\langle 1 \uparrow, 1: 1,1, D\rangle$ | 10, 9, 7, 9, 6, 6 |
| 35 |  | " | $\langle 0, \downarrow, 1: 0,0, D\rangle$ | 2 |
| 36 |  | " | $\langle 1, \downarrow, 1: 1,0, D\rangle$ | 10, 9, 7, 9, 6, 6 |
| 37 |  | $\langle 1,0, \uparrow: 1,0, D\rangle$ | $\langle 0, \uparrow, 0: 0,1, \bar{D}\rangle$ | 6, 8, 6, 6, 9, 6 |
| 38 |  | " | $\langle 1, \uparrow, 0: 1,1, \bar{D}\rangle$ | 1 |
| 39 |  | " | $\langle 0, \downarrow, 0: 0,0, \bar{D}\rangle$ | 6, 8, 6, 6, 9, 6 |
| 40 |  | " | $\langle 1, \downarrow, 0: 1,0, \bar{D}\rangle$ | $6,6,6,6,5,5$ |
| 41 |  | $\langle 1,1, \uparrow: 1,1, D\rangle$ | $\langle 0, \uparrow, 0: 0,1, \bar{D}\rangle$ | 2 |
| 42 |  | " | $\langle 1, \uparrow, 0: 1,1, \bar{D}\rangle$ | 1 |
| 43 |  | " | $\langle 0, \downarrow, 0: 0,0, \bar{D}\rangle$ | 6, 6, 6, 8, 6, 10 |
| 44 |  | " | $\langle 1, \downarrow, 0: 1,0, \bar{D}\rangle$ | 2 |

Table 8. (Continued).

|  |  | Interacting linked faults |  |
| :--- | :---: | :---: | :---: |
| Nr. | Case | $F_{1}$ | $F_{2}$ |


| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

$I_{l}$

$I_{5}$

$I_{3}$

$I_{7}$

| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |

$I_{2}$

| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |

$I_{6}$

$I_{4}$

$I_{8}$

Fig. 7. Data background used by MT-R4CF and the initial states for a set of 4-coupled cells.

MT-R4CF contains an alternating series of background changes and march elements. Note that when changing from one background to the next, only the cells that must change states are written. Also, each write operation is preceded by a read operation. We can observe in Fig. 7 that any background change affects only a half of cells. Each test sequence $I_{1}, I_{2}$, $I_{3}, I_{4}, I_{5}, I_{6}, I_{7}$ or $I_{8}$ performs $\frac{n}{2}$ read operations and $\frac{n}{2}$ write operations. Consequently, MT-R4CF contains $41 n$ operations.

Regarding the march test MT-R4CF, note that for the $\Uparrow$ address order any sequence may be used, as long as the $\Downarrow$ address order uses the exact inverse address sequence.

Theorem 2. MT-R4CF detects all simple reduced 4coupling faults.

Proof: Consider an arbitrary set of four cells $S=$ $\{i, j, k, l\}$ which forms a square pattern.

1. MT-R4CF activates all 4-coupling faults in set $S$

We show that MT-R4CF performs all $4 \cdot 2^{4}$ possible transitions in the set of cells according to Proposition 2 in Section 3. The sequences $I_{1}, I_{2}, I_{3}, I_{4}, I_{5}, I_{6}, I_{7}$ and $I_{8}$ load into $S$ (see Fig. 7) the eight different initial states presented in Table 9. Every pair of initial states in Table 9 has at least two bits changed. Consequently, in the Eulerian graph of states, the nodes associated with these initial states are not adjacent nodes.

Applying the march element $\Uparrow\left(r w_{c} r w_{c}\right)$ eight different transitions are forced in set $S$ and, finally, the set of cells is left into the initial state (in the Eulerian graph four adjacent nodes are visited, going and coming back). For example, the transitions forced in $S$ starting from the state $\langle 0,0,0,0\rangle$ are shown in Fig. 8.

Because MT-R4CF applies the march element $\uparrow$ $\left(r w_{c} r w_{c}\right)$ eight times starting from different initial states, and because every pair of initial states has at least two bits changed, then 64 distinct transitions are forced in set S. MT-R4CF covers the Eulerian graph of states and, consequently, is able to activate any fault in the set of 4-coupled cells.
2. MT-R4CF observes any simple fault activated in set $S$

Table 9. The initial states for a set of cells $S=\{i, j, k, l\}$.

| $I_{1}$ | $I_{3}$ | $I_{2}$ and $I_{4}$ | $I_{5}$ and $I_{7}$ | $I_{6}$ and $I_{8}$ |
| :--- | :---: | :---: | :---: | :---: |
| $\langle 0,0,0,0\rangle$ | $\langle 1,1,1,1\rangle$ | $\langle 1,0,1,0\rangle,\langle 0,1,0,1\rangle$ | $\langle 1,1,0,0\rangle,\langle 0,0,1,1\rangle$ | $\langle 0,1,1,0\rangle,\langle 1,0,0,1\rangle$ |

Table 10. The operations carried out in a set of cells $S=\{i, j, k, l\}$ by the march test MT-R4CF.

| Operations | Comments |
| :--- | :--- |
| $\ldots r^{i} w_{c}^{i} r^{i} w_{c}^{i} \ldots r^{j} w_{c}^{j} r^{j} w_{c}^{j} \ldots r^{k} w_{c}^{k} r^{k} w_{c}^{k} \ldots r^{l} w_{c}^{l} r^{l} w_{c}^{l} \ldots$ | March element |
| $\ldots\left[r^{i} w_{c}^{i}\right] \ldots\left[r^{j} w_{c}^{j}\right] \ldots\left[r^{k} w_{c}^{k}\right] \ldots\left[r^{l} w_{c}^{l}\right] \ldots$ | Change to the next background |
| $\ldots r^{i} w_{c}^{i} r^{i} w_{c}^{i} \ldots r^{j} w_{c}^{j} r^{j} w_{c}^{j} \ldots r^{k} w_{c}^{k} r^{c} w_{c}^{k} \ldots r^{l} w_{c}^{l} r^{l} w_{c}^{l} \ldots$ | March element |
| $\ldots$ | $\ldots$ |
| $\ldots r^{i} w_{c}^{i} r^{i} w_{c}^{i} \ldots r^{j} w_{c}^{j} r^{j} w_{c}^{j} \ldots r^{k} w_{c}^{k} r^{k} w_{c}^{k} \ldots r^{l} w_{c}^{l} r^{l} w_{c}^{l} \ldots$ | March element |
| $\ldots r^{i} \ldots r^{j} \ldots r^{k} \ldots r^{l} \ldots$ | Final read sequence |



Fig. 8. The transitions carried out in a set of cells $S=$ $\{i, j, k, l\}$ by $\Uparrow\left(r w_{c} r w_{c}\right)$ starting from the initial state $\langle 0,0,0,0\rangle$.

Table 10 shows the operations carried out in a set of cells $S=\{i, j, k, l\}$. Analysing these operations we can check easily that Conditions 2 and 3 previously defined in Section 3 are satisfied.

Based on the proof of Theorem 2 we derive a lower bound on the length of any test that detects simple reduced 4 -coupling faults.

Corollary. A memory test needs at least $34 n$ operations to detect all simple reduced 4-coupling faults.

Proof: Because in every set $S=\{i, j, k, l\}$ all 64 transitions are carried out exactly once, the eight march elements $\Uparrow\left(r w_{c} r w_{c}\right)$ in Eq. (2) perform a minimal number of writes to activate all simple reduced 4 -coupling faults. On the other hand, all reads of these march elements, as well as the reads of the final sequence, are necessary to satisfy Conditions 2 and 3, previously defined in Section 3. Consequently, a memory test needs at least $34 n$ operations (including $n$ op-
erations for memory initialisation) to detect all simple reduced 4 -coupling faults.

Remark 4. With $41 n$ operations we can say that MT$R 4 C F$ is a near-optimal test for this reduced model of 4-coupling.

## 6. Simulation Results

To compare the effectiveness of the march tests proposed in this paper with other published tests, we present in this section simulation results regarding the ability of the tests to detect $v$-coupling faults in our models. The following published tests have been considered for the simulation study:

- March test with $38 n$ operations given by Caşcaval and Bennett [1] ( $C B$ in this paper);
- March test with $36 n$ operations given by Papachristou and Sahgal [6] $(P S(A)$ in this paper);
- Algorithm A with 30n operations given by Nair et al. [5] ( $N T A(A)$ in this paper);
- Symmetric March $G$ algorithm with $24 n$ operations given by van de Goor [11];
- March $L R$ with $18 n$ operations given by Yarmolik, van de Goor, Gaydadjiev and Mikitjuk [12];
- Test B with $16 n$ operations given by Suk and Reddy [9] (March B in this paper);
- Algorithm March $C$ - with $10 n$ operations given by van de Goor [11] as an improved version of March C given by Marinescu [4];
- The test procedure given by Suk and Reddy [8] that requires $165 n$ operations, obtained by concatenating the procedures TANPSF1 and TLPNPSF1 ( $S R$ in this paper);
- Memory tests $N T A(B), P S(B), S 3 C T E S T 2$ and S4CTEST mentioned in Section 1.

We have evaluated by fault simulation the ability of these test algorithms to detect simple 2 -coupling, reduced 3 -coupling and reduced 4 -coupling faults. Thus, for each test we have calculated the fault coverage as a ratio between the number of faults detected by the test and the total number of simulated faults. In our simulation program the RAM memory under test (RUT) is simulated as an array with $n$ locations. For this experiment we have considered a RUT with 64 storage cells. We use the TRAP interrupt of Pentium microprocessor to simulate a permanent fault in the RUT.

1. Simple 2-coupling faults

We have selected six groups of 2-coupled cells, as shown in Fig. 9. For each set of 2 -coupled cells $S=\{i, j\}$ we have simulated, one-by-one, the simple faults presented in Table 1 and have checked if the test algorithms are able to detect them. The simulation results regarding the fault coverage of the tests we have checked are given in Table 11.
2. Simple reduced 3 -coupling faults

Six sets of 3-coupled cells have been considered, one for each pattern $P_{i}, i \in\{1,2,3,4,5,6\}$ as shown in Fig. 10. For each set, all possible simple 3-coupling faults have been simulated: 24 SCFs and 48 TCFs. Table 2 presents the simple faults which affect cell

| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 |
| 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 |
| 25 | 26 | 27 | 28 | 29 | 30 | 31 | 32 |
| 33 | 34 | 35 | 36 | 37 | 38 | 39 | 40 |
| 41 | 42 | 43 | 44 | 45 | 46 | 47 | 48 |
| 49 | 50 | 51 | 52 | 53 | 54 | 55 | 56 |
| 57 | 58 | 59 | 60 | 61 | 62 | 63 | 64 |

Fig. 9. The sets of 2-coupled cells used in the simulation study.

| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 |
| 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 |
| 25 | 26 | 27 | 28 | 29 | 30 | 31 | 32 |
| 33 | 34 | 35 | 36 | 37 | 38 | 39 | 40 |
| 41 | 42 | 43 | 44 | 45 | 46 | 47 | 48 |
| 49 | 50 | 51 | 52 | 53 | 54 | 55 | 56 |
| 57 | 58 | 59 | 60 | 61 | 62 | 63 | 64 |

Fig. 10. The sets of 3-coupled cells used in the simulation study.
$i$ ( 8 SCFs and 16 TCFs ) in a set of 3-coupled cells $S=\{i, j, k\}$. In total, we have simulated 432 simple faults and have verified the ability of the test algorithms to detect them.

Table 11. Fault coverage of simple 2-coupling faults (expressed as \%).

| Test algorithm | Length* | Fault coverage |
| :--- | :---: | :---: |
| March C- | $10 n$ | 100 |
| March B | $17 n$ | 81.25 |
| March LR | $18 n$ | 100 |
| March G | $24 n$ | 100 |
| NTA(A) | $30 n$ | 100 |
| PS(A) | $37 n$ | 100 |
| CB | $38 n$ | 100 |
| MT-R3CF | $30 n$ | 100 |
| MT-R4CF | $41 n$ | 100 |
| NTA(B) | $n+32 n \log _{2} n$ | 100 |
| PS(B) | $n+24 n \log _{2} n$ | 100 |
| S3CTEST2 | $5 n \log _{2} n+5 n\left[\log _{2}\left(1+\log _{2} n\right)\right]+11 n$ | 100 |
| SR | $165 n$ | 79.17 |

[^4]Table 12. Fault coverage of simple reduced 3-coupling faults (expressed as \%).

| Test algorithm | Length | Fault coverage |
| :--- | :---: | :---: |
| March C- | $10 n$ | 50 |
| March B | $17 n$ | 47.22 |
| March LR | $18 n$ | 62.5 |
| March G | $24 n$ | 62.5 |
| NTA(A) | $30 n$ | 63.89 |
| PS(A) | $37 n$ | 63.89 |
| CB | $38 n$ | 94.91 |
| MT-R3CF | $30 n$ | 100 |
| MT-R4CF | $41 n$ | 97.22 |
| NTA(B) | $n+32 n \log _{2} n$ | 100 |
| PS(B) | $n+24 n \log _{2} n$ | 100 |
| S3CTEST2 | $5 n \log _{2} n+5 n\left[\log _{2}\left(1+\log _{2} n\right)\right]+11 n$ | 100 |
| SR | $165 n$ | 73.38 |

Table 13. Fault coverage of simple reduced 4-coupling faults (expressed as \%).

| Test algorithm | Length | Fault coverage |
| :--- | :---: | :---: |
| March C- | $10 n$ | 25.39 |
| March B | $17 n$ | 26.95 |
| March LR | $18 n$ | 35.55 |
| March G | $24 n$ | 35.16 |
| NTA(A) | $30 n$ | 37.11 |
| PS(A) | $37 n$ | 37.11 |
| CB | $38 n$ | 75.00 |
| MT-R3CF | $30 n$ | 74.22 |
| MT-R4CF | $41 n$ | 100 |
| NTA(B) | $n+32 n \log _{2} n$ | 75.78 |
| PS(B) | $n+24 n \log _{2} n$ | 75.78 |
| S3CTEST2 | $5 n \log _{2} n+5 n\left[\log _{2}\left(1+\log _{2} n\right)\right]+11 n$ | 93.36 |
| SR | $165 n$ | 54.3 |
| S4CTEST | $10.75 n\left(\log _{2} n\right)^{1.585}$ | 100 |

Simulation results regarding the ability of the test algorithms to detect these simple 3-coupling faults are presented in Table 12.

Remark 5. The non-march test $S R$, which detects all single NPSFs as defined in [8], is able to detect only $73.38 \%$ of simple faults in our model. This result demonstrates that the model of reduced 3-coupling is not covered by the model of NPSFs.
3. Simple reduced 4 -coupling faults

For the set of four coupled cells $\{28,29,36,37\}$ all the 256 possible simple faults have been simulated: 64 SCFs and 192 TCFs. The simulation results are presented in Table 13.

## 7. Conclusion

This paper presents two new efficient march test algorithms, MT-R3CF and MT-R4CF, for reduced 3coupling and 4-coupling faults in Random-Access Memories. To reduce the length of the tests only the

Table 14. Test time for a 4 Mb and a 64 Mb memory chip (assuming a cycle time of 60 ns ).

| Test algorithm | MT-R3CF | MT-R4CF | S3CTEST2 | S4CTEST |
| :--- | :---: | :---: | :---: | :---: |
| 4 Mb | 7.55 s | 10.32 s | 33.34 s | 6 min 3 s |
| 64 Mb | 2 min | $2 \min 45 \mathrm{~s}$ | 10 min 12 s | 2 h 6 min |

coupled faults between physically adjacent memory cells have been considered. MT-R3CF and MT-R4CF are march tests of length $30 n$ and $41 n$, respectively. The first test detects all simple faults and nearly all the interacting linked reduced 3 -coupling faults. The second test detects all simple reduced 4-coupling faults and is a near-optimal test for this model. The simulation results presented in this paper confirm the correctness of the march tests MT-R3CF and MT-R4CF .

Our tests allow test engineers to obtain greatly reduced test time at the cost of reasonable restrictions on the achievable fault coverage. For example, to compare our tests with Cockburn's tests, S3CTEST2 and S4CTEST, Table 14 presents the test time for a 4 Mb and a 64 Mb memory chip, assuming a cycle time of 60 ns . MT-R3CF and MT-R4CF are march tests adequate for a BIST implementation in embedded RAM.

Both tests given in this paper require the mapping from logical addresses to physical cell locations. If the row and column addresses for the square grid are scrambled in a way unknown to the tester then the effectiveness of these tests can be affected. The fault coverage of simple faults which affect scrambled coupled cells depends on the addresses of the coupled cells. For example, MT-R3CF detects all simple 3-coupling faults which affect the set of cells $\{18,23,52\}$ in Fig. 10, whereas, for the set of cells $\{12,36,52\}, M T-R 3 C F$ detects only $83.33 \%$ of simple 3-coupling faults. This is the first limitation of the tests proposed in this paper.
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#### Abstract

A new efficient march test algorithm for detecting the 3-coupling faults in Random Access Memories (RAM) is given in this paper. To reduce the length of the test algorithm only the 3-coupling faults between physically adjacent memory cells have been considered. The proposed test algorithm needs 38 N operations. We have proved, using an Eulerian graph model, that the algorithm detects all non-interacting coupling faults. This paper also comprises a study about the ability of the algorithm to cover the interacting coupling faults.

Simulation results with regard to the coupling fault coverage of the march tests, obtained based on a fault injection mechanism, are also presented in this paper. © 2001 Elsevier Science B.V. All rights reserved.
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## 1. Introduction

Rapid developments in semiconductor technology have resulted in continuing growth of larger and denser random access memories (RAM) on a single chip. More time is required to test memories because of their increasing size. On the other hand, because of the increased cell density the nature of the failure mode becomes more complex and subtle. Therefore it is necessary to identify more efficient tests with the ability to detect more complex and subtle faults into the $O(N)$ class of complexity [4].

Test procedures are constrained by two conflicting requirements:
(a) to detect a wide variety of complex faults;
(b) to reduce the number of memory operations in order to allow the testing of large memory size to be carried out in an acceptable period of time.

Very efficient test algorithms for detecting stuck-at faults and 2-coupling faults have been proposed, see for example Refs. [1-4]. All of these are march algorithms with a reduced number of operations.

For 3-coupling faults, a memory test that requires $N+$ $36 \mathrm{Nlog}_{2} \mathrm{~N}$ operations is given by Nair, Thatte and Abraham

[^5][1] ( $N T A(B)$ in this article). Papachristou and Sahgal [2] proposed a new algorithm with the same ability to detect 3-coupling faults but with only $37 \mathrm{~N}+24 \mathrm{Nlog}_{2} \mathrm{~N}$ operations $(P S(B)$ in this article). Unfortunately, for the memory chips currently available, these tests take a long time to perform. For example, assuming a cycle time of $100 \mathrm{~ns}, \operatorname{PS}(B)$ takes about 4 min to test a 4 Mb memory chip and 1 h 14 min to test a $64-\mathrm{Mb}$ memory chip. Of course, this time is not acceptable in many cases, such as the on-line testing. Both memory tests, $N T A(B)$ and $P S(B)$, are lengthy because the authors have assumed that the three coupled cells can be anywhere in the memory.

In this paper we propose a new march test for 3-coupling faults with an acceptable compromise between the fault detection ability and the length of the test. We have limited ourselves to the 3-coupling faults that affect only the physically adjacent memory cells. In this hypothesis, and for the cases in which the structure of memory is known (the number of columns), we have devised a test algorithm with $38 N$ operations, which detects all restricted 3-coupling faults.

## 2. Memory fault model

This paper focuses only on the functional faults in RAM and because the address decoders, sense amplifiers and write drivers are easier to test, we consider that these modules are fault free. Consequently, we have concentrated only on the


Fig. 1. Patterns for three physically adjacent cells.
functional faults in the memory cell array where difficult to detect faults may exist.

We assume that any cell in the memory can be read (fault free read operations) and a memory fault is activated only by a transition into a cell (fault free non-transition writes).

Generally we have used the fault models formalised by Nair, Thatte and Abraham [1] which were refined later by Papachristou and Sahgal [2]. At the same time we have used some definitions and fault models given by Suk and Reddy [3] and by David, Fuentes and Courtois [5]. We have also adopted some notations given by van de Goor [4]. The fault models are presented as follows.
(1) Stuck-at faults One or more cells are stuck-at $s$, where $s \in\{0,1\}$. If a cell is stuck-at $s$ then it will remain in state $s$ independent of reads and writes on any cell of the memory.
(2) Coupling faults Coupling faults occur because of the mutual capacitance between physically adjacent cells or because of leakage current from one cell to another in large RAM [2]. Two or more cells can be coupled. In a group of coupled cells, active and/or passive influence on a cell may exist. To model these physically faults we use transition coupling faults and state coupling faults models.
(a) Transition coupling faults

- 2-coupled cells. A write operation that affects a $0 \rightarrow 1$ or a $1 \rightarrow 0$ state transition into cell $j$ changes the state of another memory cell $i$ independently of the contents of other cells. This does not necessarily imply that a state transition into cell $i$ changes the contents of cell $j[1]$. Cell $i$ is called the coupled cell and cell $j$ is called the coupling cell. We say that cell $j$ has an active influence on cell $i$ and we write down this fault $j \rightarrow i$ coupling fault.
- $\nu$-coupled cells. A set of $\nu$ cells $(\boldsymbol{\nu} \pm \mathbf{3})$ is said to be $\nu$ coupled if a transition into one cell of the set causes the state of another cell in the set to change from 0 to 1 or from 1 to 0 , when the $\nu-2$ remaining cells have a fixed state [1]. In this article we consider only 3-coupled cells.

We assume that only the physically adjacent cells can be 3-coupled. Two cells are physically adjacent if they have a border or even a corner in common. Fig. 1 shows all the four
distinct patterns $P_{1}, P_{2}, P_{3}$ and $P_{4}$ for a group of three physically adjacent cells $(i, j, k)$.
(b) State coupling faults. A state-coupling fault occurs when one or more cells in a group of $\nu$-coupled cells ( $\boldsymbol{\nu} \pm \mathbf{2}$ ) fail to undergo a $0 \rightarrow 1$ or a $1 \rightarrow 0$ transition when the complement of the contents of the memory cell is written into the cell $[4,6]$. This type of fault depends on the states of the remaining $\nu-1$ cells in the group and in this case, we say that the remaining $\nu-1$ cells in the group have a passive influence on the coupled cell. If $i$ is a coupled cell we name this fault $i$-state coupling fault.

We also accept that in a group with $\nu$ coupled cells two or more interacting faults may exist. Informally, the significance of interacting faults is that their combined effects may cancel each other [2]. In the memory, one or more groups of coupled cells may exist. When the pairs of groups of coupled cells are disjoint the model is called restricted coupling faults. As in Refs. [1,2] we consider only this restricted model.

## 3. Notations, definitions and preliminaries

The following two definitions are drawn from Ref. [3]:
Definition 1. For every memory cell in a RAM three possible states can be considered:

- Internal state is the actual contents of the memory cell.
- Apparent state is the result of a read operation of a memory cell.
- Expected state is the expected contents of a cell after one or more write operations.

Definition 2. Faults are detected if and only if one or more differences between the expected states and the apparent states of the cells occur during the test.

To describe operations on RAMs the following notations are used [3]:

- $R$ read operation on a cell;
- $W_{x}$ the operation of writing $x$ into a cell, $x \in\{0,1\}$;
- $W_{c}$ the operation of writing the complement of the previous apparent or expected state of a cell;
- $\uparrow i$ the operation of writing 1 into cell $i$ when the previous apparent or expected state was 0 ;
- $\downarrow i$ the operation of writing 0 into cell $i$ when the previous apparent or expected state was 1 .

Definition 3. A forced transition is defined in Ref. [1] as one that is initiated by the testing algorithm by writing into a cell (of course, this may cause transitions in other cells because of coupling).

Consider a group $S$ of $\nu$ cells. In order to describe a failed operation in $S$ we use a vector $F$ with $2 \nu$ elements grouped in two parts. The first part shows the conditions to activate the fault (the initial state of group $S$ and the forced transition) and the second part shows the effect of the fault sensitising (the state of group $S$ after the forced transition). An element in vector $F$ can be one of the symbols $0,1, \phi, \downarrow$ and $\uparrow$ ( $\phi$ is an irrelevant logic value). Only one symbol in $F$ can be $\downarrow$ or $\uparrow$ because it shows the forced transition in $S$.

For example, for a group of cells $S=(i, j, k)$ :

- If $j$ is a coupled cell, vector $F_{1}=\langle 0, \uparrow, 0: 0,0,0\rangle$ describes a state coupling fault in which the transition $\uparrow j$ has no effect when cell $i$ and $k$ are in the state 0 .
- If $k$ is a coupled cell, vector $F_{2}=\langle\uparrow, \phi, 0: 1, \phi, 1\rangle$ describes a transition coupling fault in which the forced transition $\uparrow i$ changes the state of cell $k$ from 0 to 1 .

To emphasise the cell affected by the fault we use a logic variable $D$ as follows:
$D=\left\{\begin{array}{l}0 \text { the cell is fault free } \\ 1 \text { the coupling fault has been activated }\end{array}\right.$
Thus, the faults previously defined become: $F_{1}=\langle 0, \uparrow, 0$ : $0, \underline{D}, 0\rangle$ and $F_{2}=\langle 0, \uparrow, 0: 0,1, \mathrm{D}\rangle$, where $\underline{\mathrm{D}}=$ NOT D .

Definition 4. In this paper a fault is called simple fault if only one vector $F$ is necessary for description the fault behaviour. If at least two vectors are necessary for a complete description the fault is called a complex fault.

Any complex fault can be modelled as a set of distinct simple faults simultaneously present in the memory. An interacting fault is a complex fault which comprises two or more (even number) simple faults with complementary influence on the same cell. Examples of complex fault modelling are:

- Take an $i \rightarrow j$ coupling fault in which the transition $\uparrow i$ changes the state of cell $j$ from 0 to 1 and the transition $\downarrow i$ from 1 to 0 . This interacting fault can be modelled by two vectors

$$
F_{1}=\langle\uparrow, 0, \phi: 1, \mathrm{D}, \phi\rangle \text { and } F_{2}=\langle\downarrow, 1, \phi: 0, \underline{\mathrm{D}}, \phi\rangle
$$

- Take a linked coupling fault with cell $j$ a coupled cell. Both transition $\uparrow i$ and $\uparrow k$ change the state of cell $j$ from 0 to 1 . This non-interacting fault can be modelled by two vectors
$F_{1}=\langle\uparrow, 0, \phi: 1, \mathrm{D}, \phi\rangle$ and $F_{2}=\langle\phi, 0, \uparrow: \phi, \mathrm{D}, 1\rangle$.

To test and find a fault in a memory we need to be able to:

- activate (to sensitise) the fault by a proper forced transition;
- observe the fault by reading the changed value of the cell affected by the fault.

Remark 1. Generally, the complex non-interacting faults are easier to detect than the simple faults because there are more situations in which a complex fault is activated. Thus, if a test procedure detects all the simple faults furthermore it detects all the complex non-interacting faults. With regard to the interacting faults, we observe that the combined effects of some simple faults may cancel each other out before the affected cell is read again. In this way, an interacting fault can be masked even if the test procedure detects all the simple faults. Consequently, in this article we focus on the simple faults and the interacting complex faults.

Assertion 1. The next three conditions are necessary and sufficient for a test to detect all the simple faults in a group of coupled cells [1]:

- Condition 1. For a group of cells $S$ the test must force all the possible cell transitions. Thus, any fault which affects a cell in $S$ is definitely activated.
- Condition 2. After a forced transition into a cell the test must read the cell to check if the state has changed before another forced transition into the cell is allowed to occur.
- Condition 3. Every cell must be read prior to a forced transition, in order to check if the state has been changed by a transition in a coupled cell.

A march test $(\mathrm{T})$ consists of a sequence of $m$ march elements: $T=\left\langle\mathrm{M}_{1} ; \mathrm{M}_{2} ; \ldots ; \mathrm{M}_{m-1} ; \mathrm{M}_{m}\right\rangle$. A march element (M) consists of a sequence of operations applied to each cell in the memory before proceeding to the next cell [4]. During a march sequence the whole memory is checked homogeneously in either one of two orders: increasing address order from address $0(\Uparrow)$ or decreasing address order from address $N-1(\Downarrow)$.

A march test may also comprise one or more sequences to initialise the memory.

## 4. March tests currently used

The best-known march test procedures currently used are presented below.
(1) The march test A with 30 N operations given by Nair, Thatte and Abraham [1] (NTA(A)):

$$
\begin{gathered}
N T A(A)=\left\langle\Uparrow\left(\mathrm{W}_{0}\right) ; \Uparrow\left(\mathrm{RW}_{1}\right) ; \Uparrow(\mathrm{R}) ; \Uparrow\left(\mathrm{RW}_{0}\right) ; \Uparrow(\mathrm{R}) ;\right. \\
\Downarrow\left(\mathrm{RW}_{1}\right) ; \Downarrow(\mathrm{R}) ; \Downarrow\left(\mathrm{RW}_{0}\right) ; \Downarrow(\mathrm{R}) ;
\end{gathered}
$$

$$
\Uparrow\left(\mathrm{RW}_{1} \mathrm{~W}_{0}\right) ; \Uparrow(\mathrm{R}) ; \Downarrow\left(\mathrm{RW}_{1} \mathrm{~W}_{0}\right) ; \Downarrow(\mathrm{R}) ; \Uparrow\left(\mathrm{W}_{1}\right) ;
$$

$$
\left.\Uparrow\left(\mathrm{RW}_{0} \mathrm{~W}_{1}\right) ; \Uparrow(\mathrm{R}) ; \Downarrow\left(\mathrm{RW}_{0} \mathrm{~W}_{1}\right) ; \Downarrow(\mathrm{R})\right\rangle
$$

Table 1
Simple 3-coupling fault coverage

| March test | March C | March B | March G | NTA(A) | $P S(A)$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Fault coverage (\%) | 41.67 | 47.22 | 62.50 | 63.89 | 63.89 |

(2) The march test A with $37 N$ operations given by Papachristou and Sahgal [2] ( $P S(A)$ ):

$$
\begin{aligned}
P S(A) & =\left\langle\Uparrow\left(\mathrm{W}_{0}\right) ; \Uparrow\left(\mathrm{RW}_{1} \mathrm{R}\right) ; \Uparrow\left(\mathrm{RW}_{0} \mathrm{R}\right) ; \Uparrow\left(\mathrm{RW}_{1} \mathrm{~W}_{0}\right) ;\right. \\
& \Uparrow\left(\mathrm{RW}_{1}\right) ; \Uparrow\left(\mathrm{RW}_{0} \mathrm{~W}_{1}\right) ; \Uparrow\left(\mathrm{RW}_{0}\right) ; \Uparrow\left(\mathrm{RW}_{1} \mathrm{~W}_{0}\right)
\end{aligned}
$$

$\Downarrow\left(\mathrm{RW}_{1}\right) ; \Downarrow\left(\mathrm{RW}_{0}\right) ; \Downarrow\left(\mathrm{RW}_{1} \mathrm{~W}_{0}\right) ; \Downarrow\left(\mathrm{RW}_{1}\right) ; \Downarrow\left(\mathrm{RW}_{0} \mathrm{~W}_{1}\right) ;$

$$
\left.\Downarrow\left(\mathrm{RW}_{0}\right) ; \Downarrow\left(\mathrm{RW}_{1} \mathrm{~W}_{0}\right)\right\rangle
$$

(3) The march test March $G$ with $24 N$ operations given by van de Goor [4]:
MarchG $=\left\langle\Uparrow\left(\mathrm{W}_{0}\right) ; \Uparrow\left(\mathrm{RW}_{1} \mathrm{RW}_{0} \mathrm{~W}_{1}\right) ; \Uparrow\left(\mathrm{RW}_{0} \mathrm{RW}_{1}\right) ;\right.$

$$
\Downarrow\left(\mathrm{RW}_{0} \mathrm{~W}_{1} \mathrm{~W}_{0}\right) ; \Downarrow\left(\mathrm{RW}_{1} \mathrm{RW}_{0}\right) ; \Uparrow\left(\mathrm{RW}_{1} \mathrm{R}\right) ;
$$

$\left.\Downarrow\left(\mathrm{RW}_{0} \mathrm{R}\right)\right\rangle$

| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | $\mathbf{0}$ | $\mathbf{0}$ | 0 | 0 | 0 | 0 | 0 | 0 | $\mathbf{0}$ | $\mathbf{0}$ | 0 | 0 |
| 0 | 0 | $\mathbf{0}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $\mathbf{0}$ | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | $\mathbf{0}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $\mathbf{0}$ | 0 | 0 |
| 0 | 0 | $\mathbf{0}$ | $\mathbf{0}$ | 0 | 0 | 0 | 0 | 0 | 0 | $\mathbf{0}$ | $\mathbf{0}$ | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

Ia

| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | $\mathbf{1}$ | $\mathbf{0}$ | 1 | $\mathbf{0}$ | $\mathbf{1}$ | 0 | 1 | $\mathbf{0}$ | $\mathbf{1}$ | 0 | $\mathbf{1}$ | $\mathbf{0}$ | 1 |
| 0 | $\mathbf{1}$ | 0 | 1 | $\mathbf{0}$ | 1 | 0 | 1 | 0 | $\mathbf{1}$ | 0 | 1 | $\mathbf{0}$ | 1 |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| 0 | $\mathbf{1}$ | 0 | 1 | $\mathbf{0}$ | 1 | 0 | 1 | 0 | $\mathbf{1}$ | 0 | 1 | $\mathbf{0}$ | 1 |
| 0 | $\mathbf{1}$ | $\mathbf{0}$ | 1 | $\mathbf{0}$ | $\mathbf{1}$ | 0 | 1 | $\mathbf{0}$ | $\mathbf{1}$ | 0 | $\mathbf{1}$ | $\mathbf{0}$ | 1 |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |

Ib

\[

\]

Fig. 2. Patterns used by $M T$ to initialise the memory.
(4) The march algorithm $\operatorname{March} B$ with $16 N$ operations given by Suk and Reddy [3]:

$$
\begin{aligned}
\operatorname{MarchB} & =\left\langle\Uparrow\left(\mathrm{W}_{0}\right) ; \Uparrow\left(\mathrm{RW}_{1} \mathrm{RW}_{0} \mathrm{~W}_{1}\right) ; \Uparrow\left(\mathrm{RW}_{0} \mathrm{~W}_{1}\right) ;\right. \\
& \left.\Downarrow\left(\mathrm{RW}_{0} \mathrm{~W}_{1} \mathrm{~W}_{0}\right) ; \Downarrow\left(\mathrm{RW}_{1} \mathrm{~W}_{0}\right)\right\rangle
\end{aligned}
$$

(5) The march algorithm MarchC with $10 N$ operations presented in Ref. [4]:

$$
\begin{aligned}
\text { MarchC } & =\left\langle\Uparrow\left(\mathrm{W}_{0}\right) ; \Uparrow\left(\mathrm{RW}_{1}\right) ; \Uparrow\left(\mathrm{RW}_{0}\right) ; \Downarrow\left(\mathrm{RW}_{1}\right) ;\right. \\
& \left.\Downarrow\left(\mathrm{RW}_{0}\right) ; \Downarrow(\mathrm{R})\right\rangle
\end{aligned}
$$

We have evaluated experimentally the 3-coupling fault coverage of these march tests. In order to simulate a permanent fault into the memory under test we have used a software fault injection mechanism [7,8].

For every possible transition in a group of coupled cells $S$ we have checked two kind of faults:

- state coupling faults - the forced transition does not change the state of the addressed cell;
- transition coupling faults - the forced transition changes the state of the addressed cell but, at the same time, it changes the state of another coupled cell in $S$.

Four groups of three coupled cells have been considered, one for each pattern $P_{1}, P_{2}, P_{3}$ and $P_{4}$ (see Fig. 1). For each group, all possible simple 3-coupling faults have been injected: 24 state coupling faults and 48 transition coupling faults. In total, for all groups of cells, 288 simple faults have been checked. The simulation results are shown in Table 1.

All these march tests have good fault coverage for stuckat faults and 2-coupling faults but, as we can see in Table 1, they have low fault coverage for 3-coupling faults. For example, the best of them, $N T A(A)$ and $P S(A)$, cover completely 2 -coupling faults but only $63.89 \%$ of simple 3coupling faults. This is the reason we have devised a new march test for 3-coupling faults, generically called $M T$. We argue that it is reasonable to consider that only the physically adjacent cells can be coupled. We assume that the number of columns for the memory cell array is known in order to determine which are the physically adjacent cells.

## 5. A new march test (MT)

We propose a new march test $M T$ for the restricted 3coupling faults which affect the physically adjacent cells
(6) $M T=\left\langle I a ; \Uparrow\left(\mathrm{RW}_{\mathrm{c}}\right) ; \Uparrow(\mathrm{R}) ; \Uparrow\left(\mathrm{RW}_{c}\right) ; \Uparrow(\mathrm{R}) ; \Downarrow\left(\mathrm{RW}_{\mathrm{c}}\right) ;\right.$

$$
\Downarrow(\mathrm{R}) ; \Downarrow\left(\mathrm{RW}_{\mathrm{c}}\right) ; \Downarrow(\mathrm{R}) ;
$$



Fig. 3. The Eulerian graph of states for a group of cells $S=(i, j)$.

$$
\begin{aligned}
& I b ; \Uparrow\left(\mathrm{RW}_{\mathrm{c}}\right) ; \Uparrow(\mathrm{R}) ; \Uparrow\left(\mathrm{RW}_{\mathrm{c}}\right) ; \Uparrow(\mathrm{R}) ; \Downarrow\left(\mathrm{RW}_{\mathrm{c}}\right) ; \\
& \Downarrow(\mathrm{R}) ; \Downarrow\left(\mathrm{RW}_{\mathrm{c}}\right) ; \Downarrow(\mathrm{R}) ; \\
& I c ; \Uparrow\left(\mathrm{RW}_{\mathrm{c}}\right) ; \Uparrow(\mathrm{R}) ; \Uparrow\left(\mathrm{RW}_{\mathrm{c}}\right) ; \Uparrow(\mathrm{R}) ; \Downarrow\left(\mathrm{RW}_{\mathrm{c}}\right) ; \\
& \left.\quad \Downarrow(\mathrm{R}) ; \Downarrow\left(\mathrm{RW}_{\mathrm{c}}\right) ; \Downarrow(\mathrm{R})\right\rangle
\end{aligned}
$$

where $I a, I b$ and $I c$ are three sequences for memory initialisation: $I a$ initialises all the cells with 0 (solid data background), $I b$ initialises the odd columns with 0 and the even columns with 1 (column-stripe data background) and Ic initialises the memory by a checkerboard pattern (Fig. 2).

Remark 2. $M T$ performs only one transition into each memory cell during a march sequence.

Assertion 2. The march test $M T$ covers the restricted 2coupling faults and the restricted 3-coupling faults which affect the physically adjacent cells.

## Demonstration

## 1. Simple faults

1.1 MT activates any fault in a group of v-coupled cells

We prove that $M T$ performs all the possible transitions in a group of coupled cells (condition 1 previously defined in Section 3 is satisfied). In fact, we prove that the Eulerian graph of states for the considered group of coupled cells is completely covered during the memory testing.


Fig. 4. The Eulerian graph of states for a group of cells $S=(i, j, k)$.

## (a) Simple restricted 2-coupling faults

Take a group of two coupled cells $S=(i, j), \forall i, j \in$ $\{0,1, \ldots, N-1\}, i \neq j$. The graph of states for the group of cells $S$ is shown in Fig. 3. As shown in Fig. 3, during the following test sequence
(1)
(2)
(3)
(4)
$I a ; \Uparrow\left(\mathrm{RW}_{1}\right) ; \Uparrow(\mathrm{R}) ; \Uparrow\left(\mathrm{RW}_{0}\right) ; \Uparrow(\mathrm{R}) ; \Downarrow\left(\mathrm{RW}_{1}\right) ; \Downarrow(\mathrm{R}) ; \Downarrow\left(\mathrm{RW}_{0}\right) ; \Downarrow(\mathrm{R}) ;$
the graph of states is completely covered and, consequently, $M T$ performs all the possible transitions in group of cells $S$.
$M T$ performs a minimal number of write operations because each arc in the graph has been traversed only once. This test sequence, identical with the sequence given by Nair, Thatte and Abraham [1] for restricted 2coupling faults (first part of the test $N T A(A)$ ), is an optimal test sequence for the non-interacting 2 -coupling faults.
(b) Simple restricted 3-coupling faults

Take a group of three cells $S=(i, j, k)$. The Eulerian graph of states for the group $S$ is shown in Fig. 4. Observe that two adjacent states (nodes) in the graph have only one bit changed and two non-adjacent states have at least two bits changed.

Every group of three physically adjacent coupled cells corresponds with one of the patterns $P_{1}, P_{2}, P_{3}$ or $P_{4}$ (see Fig. 1). Consequently, we have to prove that the graph of states for a group of coupled cells is completely covered by $M T$ in all these four cases.

For all groups of cells in the memory under test, regardless of the pattern, the first four march sequences $\left(\mathrm{RW}_{\mathrm{c}}\right)$ perform the same transitions because every group starts from the initial state 000 . These transitions are marked with solid lines in the graph in Fig. 5.

Note that the graph has been traversed from the initial node to the opposite node (the node with all the bits changed). Moreover, we can see that the same arcs will be traversed in the graph if the opposite state 111 becomes initial state. Consequently, it does not matter if the group of cells has been initialised with 010 or 101.

A state of group $S$ before a new march sequence is started is called initial state. Table 2 shows the initial states for each pattern $P_{i}, i \in\{1,2,3,4\}$ after the sequences $I a, I b$ and $I c$.

Table 2 shows that the sequence $I b$ or $I c$ ensures the state 010 or 101 for all the groups of cells, regardless of the pattern. Consequently, the following test sequences
$I b ; \Uparrow\left(\mathrm{RW}_{\mathrm{c}}\right) ; \Uparrow(\mathrm{R}) ; \Uparrow\left(\mathrm{RW}_{\mathrm{c}}\right) ; \Uparrow(\mathrm{R}) ; \Downarrow\left(\mathrm{RW}_{\mathrm{c}}\right) ;$

$$
\begin{aligned}
& \Downarrow(\mathrm{R}) ; \Downarrow\left(\mathrm{RW}_{\mathrm{c}}\right) ; \Downarrow(\mathrm{R}) ; \\
& I c ; \Uparrow\left(\mathrm{RW}_{\mathrm{c}}\right) ; \Uparrow(\mathrm{R}) ; \Uparrow\left(\mathrm{RW}_{\mathrm{c}}\right) ; \Uparrow(\mathrm{R}) ; \Downarrow\left(\mathrm{RW}_{\mathrm{c}}\right) ; \Downarrow(\mathrm{R}) ; \\
& \quad \Downarrow\left(\mathrm{RW}_{\mathrm{c}}\right) ; \Downarrow(\mathrm{R}) ;
\end{aligned}
$$

perform at least the transitions marked with solid lines in Fig. 6, for all the groups of three physically adjacent cells in the memory under test.


Fig. 5. The transitions performed in group $S$ by the first four march sequences of $M T$.


Fig. 6. The transitions between the states 010 and 101 and vice versa.


Fig. 7. The transitions between the states 011 and 100 and vice versa.


Fig. 8. The transitions between the states 001 and 110 and vice versa.

Table 2
The initial states performed by $I a, I b, I c$

|  | $I a$ | $I b$ | $I c$ |
| :---: | :---: | :---: | :---: |
| $\mathrm{P}_{1}$ | 000 | 010 or 101 | 011 or 100 |
| $\mathrm{P}_{2}$ | 000 | 001 or 110 | 010 or 101 |
| $\mathrm{P}_{3}$ | 000 | 010 or 101 | 001 or 110 |
| $\mathrm{P}_{4}$ | 000 | 011 or 100 | 010 or 101 |

Table 3
Simple $i \rightarrow k$ coupling faults

| Nr. | Vector $F$ |
| :--- | :--- |
| 1 | $\langle\uparrow, 0,0: 1,0, \mathrm{D}\rangle$ |
| 2 | $\langle\uparrow, 0,1: 1,0, \mathrm{D}\rangle$ |
| 3 | $\langle\uparrow, 1,0: 1,1, \mathrm{D}\rangle$ |
| 4 | $\langle\uparrow, 1,1: 1,1, \mathrm{D}\rangle$ |
| 5 | $\langle\downarrow, 0,0: 0,0, \mathrm{D}\rangle$ |
| 6 | $\langle\downarrow, 0,1: 0,0, \mathrm{D}\rangle$ |
| 7 | $\langle\downarrow, 1,0: 0,1, \mathrm{D}\rangle$ |
| 8 | $\langle\downarrow, 1,1: 0,1, \mathrm{D}\rangle$ |
| 9 | $\langle\uparrow, \phi, 0: 1, \phi, \mathrm{D}\rangle$ |
| 10 | $\langle\uparrow, \phi, 1: 1, \phi, \mathrm{D}\rangle$ |
| 11 | $\langle\downarrow, \phi, 0: 0, \phi, \mathrm{D}\rangle$ |
| 12 | $\langle\downarrow, \phi, 1: 0, \phi, \mathrm{D}\rangle$ |

Table 4
Simple $j \rightarrow k$ coupling faults

| Nr. | Vector $F$ |
| :--- | :--- |
| 1 | $\langle 0, \uparrow, 0: 0,1, \mathrm{D}\rangle$ |
| 2 | $\langle 0, \uparrow, 1: 0,1, \mathrm{D}\rangle$ |
| 3 | $\langle 1, \uparrow, 0: 1,1, \mathrm{D}\rangle$ |
| 4 | $\langle 1, \uparrow, 1: 1,1, \mathrm{D}\rangle$ |
| 5 | $\langle 0, \downarrow, 0: 0,0, \mathrm{D}\rangle$ |
| 6 | $\langle 0, \downarrow, 1: 0,0, \mathrm{D}\rangle$ |
| 7 | $\langle 1, \downarrow, 0: 1,0, \mathrm{D}\rangle$ |
| 8 | $\langle 1, \downarrow, 1: 1,0, \mathrm{D}\rangle$ |
| 9 | $\langle\phi, \uparrow, 0: \phi, 1, \mathrm{D}\rangle$ |
| 10 | $\langle\phi, \uparrow, 1: \phi, 1, \mathrm{D}\rangle$ |
| 11 | $\langle\phi, \downarrow, 0: \phi, 0, \mathrm{D}\rangle$ |
| 12 | $\langle\phi, \downarrow, 1: \phi, 0, \mathrm{D}\rangle$ |

Table 5
All the initial states for a group $S=(i, j, k)$

| Pattern | Initial states |
| :--- | :--- |
| $P_{1}$ | $000,111,010,101,011,100$ |
| $P_{2}$ | $000,111,010,101,001,110$ |
| $P_{3}$ | $000,111,010,101,001,110$ |
| $P_{4}$ | $000,111,010,101,011,100$ |

Table 6
The interacting 3 -coupling faults and the conditions in which $M T$ detects the faults

| Nr. | Interacting faults |  | Conditions in which $M T$ detects the faults |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $i \rightarrow k$ coupling fault $F_{1}$ | $j \rightarrow k$ coupling fault $F_{2}$ | Initial state | Test order | Result | Initial state | Test order | Result |
| 1 | $\langle\uparrow, 0,0: 1,0, \mathrm{D}\rangle$ | $\langle 0, \uparrow, 1: 0,1, \underline{\mathrm{D}}\rangle$ | 101 | $\Uparrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 2 |  | $\langle 1, \uparrow, 1: 1,1, \mathrm{D}\rangle$ | 100 | $\Downarrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ | 001 | $\Uparrow$ | $\underline{F}_{1}, \mathrm{~F}_{2}$ |
| 3 |  | $\langle 0, \downarrow, 1: 0,0, \mathrm{D}\rangle$ | 000 | $\Uparrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 4 |  | $\langle 1, \downarrow, 1: 1,0, \underline{\mathrm{D}}\rangle$ | 000 | $\Uparrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 5 |  | $\langle\phi, \uparrow, 1: \phi, 1, \mathrm{D}\rangle$ | 101 | $\Uparrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 6 |  | $\langle\phi, \downarrow, 1: \phi, 0, \underline{\mathrm{D}}\rangle$ | 111 | $\Uparrow$ | $\underline{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 7 | $\langle\uparrow, 0,1: 1,0, \mathrm{D}\rangle$ | $\langle 0, \uparrow, 0: 0,1, \mathrm{D}\rangle$ | 001 | $\Uparrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ | 100 | $\Uparrow$ | $\underline{F}_{1}, \mathrm{~F}_{2}$ |
| 8 |  | $\langle 1, \uparrow, 0: 1,1, \mathrm{D}\rangle$ | 101 | $\Downarrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 9 |  | $\langle 0, \downarrow, 0: 0,0, \mathrm{D}\rangle$ | 010 | $\Downarrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 10 |  | $\langle 1, \downarrow, 0: 1,0, \mathrm{D}\rangle$ | 111 | $\Downarrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 11 |  | $\langle\phi, \uparrow, 0: \phi, 1, \mathrm{D}\rangle$ | 010 | $\Downarrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 12 |  | $\langle\phi, \downarrow, 0: \phi, 0, \mathrm{D}\rangle$ | 010 | $\Downarrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 13 | $\langle\uparrow, 1,0: 1,1, \mathrm{D}\rangle$ | $\langle 0, \uparrow, 1: 0,1, \mathrm{D}\rangle$ | 010 | $\Uparrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 14 |  | $\langle 1, \uparrow, 1: 1,1, \mathrm{D}\rangle$ | 010 | $\Uparrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 15 |  | $\langle 0, \downarrow, 1: 0,0, \mathrm{D}\rangle$ | 010 | $\Uparrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 16 |  | $\langle 1, \downarrow, 1: 1,0, \underline{\mathrm{D}}\rangle$ | 110 | $\Downarrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ | 011 | $\Uparrow$ | $\underline{F}_{1}, \mathrm{~F}_{2}$ |
| 17 |  | $\langle\phi, \uparrow, 1: \phi, 1, \mathrm{D}\rangle$ | 101 | $\Uparrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 18 |  | $\langle\phi, \downarrow, 1: \phi, 0, \mathrm{D}\rangle$ | 111 | $\Uparrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 19 | $\langle\uparrow, 1,1: 1,1, \underline{D}\rangle$ | $\langle 0, \uparrow, 0: 0,1, \mathrm{D}\rangle$ | 000 | $\Downarrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 20 |  | $\langle 1, \uparrow, 0: 1,1, \mathrm{D}\rangle$ | 101 | $\Downarrow$ | $\underline{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 21 |  | $\langle 0, \downarrow, 0: 0,0, \mathrm{D}\rangle$ | 011 | $\Uparrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ | 110 | $\Uparrow$ | $\underline{F}_{1}, \mathrm{~F}_{2}$ |
| 22 |  | $\langle 1, \downarrow, 0: 1,0, \mathrm{D}\rangle$ | 111 | $\Downarrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 23 |  | $\langle\phi, \uparrow, 0: \phi, 1, \mathrm{D}\rangle$ | 101 | $\Downarrow$ | $\underline{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 24 |  | $\langle\phi, \downarrow, 0: \phi, 0, \mathrm{D}\rangle$ | 111 | $\Downarrow$ | $\underline{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 25 | $\langle\downarrow, 0,0: 0,0, \mathrm{D}\rangle$ | $\langle 0, \uparrow, 1: 0,1, \underline{\mathrm{D}}\rangle$ | 101 | $\Uparrow$ | $\underline{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 26 |  | $\langle 1, \uparrow, 1: 1,1, \mathrm{D}\rangle$ | 100 | $\Uparrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ | 001 | $\Uparrow$ | $\underline{F}_{1}, \mathrm{~F}_{2}$ |
| 27 |  | $\langle 0, \downarrow, 1: 0,0, \underline{\mathrm{D}}\rangle$ | 010 | $\Downarrow$ | $\underline{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 28 |  | $\langle 1, \downarrow, 1: 1,0, \underline{\mathrm{D}}\rangle$ | 111 | $\Downarrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 29 |  | $\langle\phi, \uparrow, 1: \phi, 1, \mathrm{D}\rangle$ | 000 | $\Downarrow$ | $\underline{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 30 |  | $\langle\phi, \downarrow, 1: \phi, 0, \mathrm{D}\rangle$ | 010 | $\Downarrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 31 | $\langle\downarrow, 0,1: 0,0, \underline{D}\rangle$ | $\langle 0, \uparrow, 0: 0,1, \mathrm{D}\rangle$ | 100 | $\Uparrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ | 001 | $\Downarrow$ | $\underline{F}_{1}, \mathrm{~F}_{2}$ |
| 32 |  | $\langle 1, \uparrow, 0: 1,1, \mathrm{D}\rangle$ | 101 | $\Uparrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 33 |  | $\langle 0, \downarrow, 0: 0,0, \mathrm{D}\rangle$ | 101 | $\Uparrow$ | $\mathrm{F}_{1}, \underline{F}_{2}$ |  |  |  |
| 34 |  | $\langle 1, \downarrow, 0: 1,0, \mathrm{D}\rangle$ | 101 | $\Uparrow$ | $\mathrm{F}_{1}, \underline{F}_{2}$ |  |  |  |
| 35 |  | $\langle\phi, \uparrow, 0: \phi, 1, \mathrm{D}\rangle$ | 000 | $\Uparrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 36 |  | $\langle\phi, \downarrow, 0: \phi, 0, \mathrm{D}\rangle$ | 010 | $\Uparrow$ | $\underline{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 37 | $\langle\downarrow, 1,0: 0,1, D\rangle$ | $\langle 0, \uparrow, 1: 0,1, \underline{\mathrm{D}}\rangle$ | 000 | $\Downarrow$ | $\underline{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 38 |  | $\langle 1, \uparrow, 1: 1,1, \underline{\mathrm{D}}\rangle$ | 101 | $\Downarrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 39 |  | $\langle 0, \downarrow, 1: 0,0, \underline{\mathrm{D}}\rangle$ | 010 | $\Downarrow$ | $\underline{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 40 |  | $\langle 1, \downarrow, 1: 1,0, \mathrm{D}\rangle$ | 101 | $\Downarrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 41 |  | $\langle\phi, \uparrow, 1: \phi, 1, \mathrm{D}\rangle$ | 000 | $\Downarrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 42 |  | $\langle\phi, \downarrow, 1: \phi, 0, \mathrm{D}\rangle$ | 010 | $\Downarrow$ | $\underline{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 43 | $\langle\downarrow, 1,1: 0,1, \underline{D}\rangle$ | $\langle 0, \uparrow, 0: 0,1, D\rangle$ | 111 | $\Uparrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 44 |  | $\langle 1, \uparrow, 0: 1,1, \mathrm{D}\rangle$ | 111 | $\Uparrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 45 |  | $\langle 0, \downarrow, 0: 0,0, \mathrm{D}\rangle$ | 110 | $\Uparrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ | 100 | $\Downarrow$ | $\mathrm{F}_{1}, \underline{F}_{2}$ |
| 46 |  | $\langle 1, \downarrow, 0: 1,0, \mathrm{D}\rangle$ | 111 | $\Uparrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 47 |  | $\langle\phi, \uparrow, 0: \phi, 1, \mathrm{D}\rangle$ | 111 | $\Uparrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 48 |  | $\langle\phi, \downarrow, 0: \phi, 0, \mathrm{D}\rangle$ | 111 | $\Downarrow$ | $\underline{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 49 | $\langle\uparrow, \phi, 0: 1, \phi, \mathrm{D}\rangle$ | $\langle 0, \uparrow, 1: 0,1, \underline{\mathrm{D}}\rangle$ | 101 | $\Uparrow$ | $\underline{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 50 |  | $\langle 1, \uparrow, 1: 1,1, \underline{\mathrm{D}}\rangle$ | 010 | $\Uparrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 51 |  | $\langle 0, \downarrow, 1: 0,0, \mathrm{D}\rangle$ | 000 | $\Uparrow$ | $\mathrm{F}_{1}, \underline{F}_{2}$ |  |  |  |
| 52 |  | $\langle 1, \downarrow, 1: 1,0, \underline{\mathrm{D}}\rangle$ | 000 | $\Uparrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 53 |  | $\langle\phi, \uparrow, 1: \phi, 1, \mathrm{D}\rangle$ | 010 | $\Uparrow$ | $\mathrm{F}_{1}, \underline{F}_{2}$ |  |  |  |
| 54 |  | $\langle\phi, \downarrow, 1: \phi, 0, \underline{\mathrm{D}}\rangle$ | 000 | $\Uparrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 55 | $\langle\uparrow, \phi, 1: 1, \phi, \underline{\mathrm{D}}\rangle$ | $\langle 0, \uparrow, 0: 0,1, \mathrm{D}\rangle$ | 000 | $\Downarrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 56 |  | $\langle 1, \uparrow, 0: 1,1, \mathrm{D}\rangle$ | 101 | $\Downarrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 57 |  | $\langle 0, \downarrow, 0: 0,0, \mathrm{D}\rangle$ | 010 | $\Downarrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 58 |  | $\langle 1, \downarrow, 0: 1,0, \mathrm{D}\rangle$ | 010 | $\Downarrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 59 |  | $\langle\phi, \uparrow, 0: \phi, 1, \mathrm{D}\rangle$ | 010 | $\Downarrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 60 |  | $\langle\phi, \downarrow, 0: \phi, 0, \mathrm{D}\rangle$ | 010 | $\Downarrow$ | $\mathrm{F}_{1}, \underline{F}_{2}$ |  |  |  |

Table 6 (continued)

| Nr. | Interacting faults |  | Conditions in which $M T$ detects the faults |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $i \rightarrow k$ coupling fault $F_{1}$ | $j \rightarrow k$ coupling fault $F_{2}$ | Initial state | Test order | Result | Initial state | Test order | Result |
| 61 | $\langle\downarrow, \phi, 0: 1, \phi, \mathrm{D}\rangle$ | $\langle 0, \uparrow, 1: 0,1, D\rangle$ | 000 | $\Downarrow$ | $\underline{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 62 |  | $\langle 1, \uparrow, 1: 1,1, \mathrm{D}\rangle$ | 111 | $\Downarrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 63 |  | $\langle 0, \downarrow, 1: 0,0, D\rangle$ | 010 | $\Downarrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 64 |  | $\langle 1, \downarrow, 1: 1,0, \mathrm{D}\rangle$ | 111 | $\Downarrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 65 |  | $\langle\phi, \uparrow, 1: \phi, 1, \mathrm{D}\rangle$ | 000 | $\Downarrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 66 |  | $\langle\phi, \downarrow, 1: \phi, 0, \underline{\mathrm{D}}\rangle$ | 010 | $\Downarrow$ | $\underline{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 67 | $\langle\downarrow, \phi, 1: 0, \phi, \underline{\mathrm{D}}\rangle$ | $\langle 0, \uparrow, 0: 0,1, D\rangle$ | 111 | $\Uparrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 68 |  | $\langle 1, \uparrow, 0: 1,1, D\rangle$ | 111 | $\Uparrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 69 |  | $\langle 0, \downarrow, 0: 0,0, D\rangle$ | 101 | $\Uparrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 70 |  | $\langle 1, \downarrow, 0: 1,0, D\rangle$ | 101 | $\Uparrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 71 |  | $\langle\phi, \uparrow, 0: \phi, 1, \mathrm{D}\rangle$ | 111 | $\Uparrow$ | $\mathrm{F}_{1}, \mathrm{~F}_{2}$ |  |  |  |
| 72 |  | $\langle\phi, \downarrow, 0: \phi, 0, \mathrm{D}\rangle$ | 101 | $\Uparrow$ | $\mathrm{F}_{1}, \underline{\mathrm{~F}}_{2}$ |  |  |  |

For a group of coupled cells, regardless of the pattern, the Eulerian graph is covered except on the arcs between 000 and 010 and between 101 and 111 (see both Figs. 5 and 6). But, we can see in Table 2 that the sequence $I b$ or $I c$ ensures the initial state 011 or 100 for a group with pattern $P_{1}$ or $P_{4}$, and, 001 or 110 for a group with pattern $P_{2}$ or $P_{3}$. In both cases the arcs between 000 and 010 and between 101 and 111 are traversed (see Figs. 7 and 8) and, consequently, the whole graph is covered for every group of cells in the memory under test.

Finally, we have proved that $M T$ activates any fault which affects a group of three physically adjacent cells.
1.2 MT observes any simple fault activated in group of cells $S$

The march test $M T$ repeats the pair of march elements $\left(\mathrm{RW}_{\mathrm{c}}\right)$ and (R) many times. Because every write operation $\left(\mathrm{W}_{\mathrm{c}}\right)$ is preceded and succeeded by a read operation (R) conditions 2 and 3 previously defined in Section 3 are satisfied.1.2 Interacting 3-coupling faults

According to Definition 4 defined in Section 3, a complex fault causes two or more transitions in one or more cells and can be modelled as a set of distinct simple faults which are simultaneously present in the memory. As follows, we prove that $M T$ detects all the interacting faults modelled by two simple transition coupling faults.

Remark 3. In a group of cells $S=(i, j, k)$, in which cell $j$ is a coupled-cell, all the transition coupling faults are definitely detected because $M T$ performs only one forced transition in cell $i$ or cell $k$ between two consecutive reads of cell $j$.

Remark 4. $M T$ performs a march sequence $\left(\mathrm{RW}_{\mathrm{c}}\right)$ in both orders, increasing $(\Uparrow)$ and decreasing $(\Downarrow)$, for all the initial states. In other words, $M T$ is a symmetrical test. Therefore it is sufficient to analyse only the case in which cell $i$ is a coupled cell or cell $k$ is a coupled cell. We have chosen to prove that $M T$ detects the interacting coupling faults which affect cell $k$.

We must consider all the combinations between one simple $i \rightarrow k$ coupling fault and one simple $j \rightarrow k$ coupling fault. These interacting faults are presented in Tables 3 and 4, respectively.

Every combination between a vector $F$ in Table 3 with symbol D, and a vector $F$ in Table 4 with symbol $\underline{D}$, or vice versa, describes an interacting coupling fault which affects cell $k$. All these interacting faults are shown in Table 6.

A march memory test detects an interacting coupling fault if and only if, during a march sequence, one simple fault is activated and another simple fault is masked. Consequently, we must prove that for each interacting fault which affects cell $k$, the march test $M T$ brings the group $S$ into an appropriate initial state which allows, in the next march sequence, one simple fault to be activated and another masked. Of course, this initial state of group $S$ depends on the pattern. Table 5 comprises all the initial states for each pattern.

Table 6 comprises all the 72 interacting transition coupling faults which may affect cell $k$ and the conditions in which $M T$ detects these faults. In some cases there are two conditions in which $M T$ detects the fault: one condition for the patterns $P_{1}$ and $P_{4}$ and another for $P_{2}$ and $P_{3}$. In the

Table 7
The coupling fault coverage of the march tests (expressed as \%)

| March test | March C 10N | March B 17N | March G $25 N$ | NTA(A) 30N | $P S(A) 37 N$ | $M T 38 N$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 2-Coupling | 81.25 | 87.5 | 100 | 100 | 100 | 100 |
| 3-Coupling | 41.67 | 47.22 | 62.50 | 63.89 | 63.89 | 100 |

column Result the pair $F_{1}, \underline{F}_{2}$ for example, reflects that the fault $F_{1}$ has been activated and $F_{2}$ has not. Table 6 shows that $M T$ detects all the interacting coupling faults which may affect cell $k$. Because $M T$ is a symmetrical test it also detects all the interacting transition coupling faults which may affect cell $i$.

Similarly, we can prove that $M T$ detects any interacting faults modelled by one simple state coupling fault and one simple transition coupling fault.

The simulation result confirms that $M T$ detects all simple 3-coupling faults and, also, all the interacting faults presented in Table 6.

## 6. Conclusions

A new efficient march test ( $M T$ ) for detecting the 3coupling faults in RAM is given in this paper. Comparing with the most known march tests currently used $M T$ is slightly longer but it covers completely the 3-coupling faults which affect the physically adjacent cells. The simulation result presented in Table 7 gives emphasis to the effectiveness of the new march test $M T$.

This new march test has 38 N operations. For a 64 Mb memory chip the test experiment takes about 5 min if we assume a cycle time of 100 ns . Remember that the nonmarch test $P S(B)$, especially designed for 3-coupling faults, takes about 1 h 14 min .
$M T$ is a homogeneous test algorithm and comprises only two kind of march sequences, $\left(\mathrm{RW}_{\mathrm{c}}\right)$ and (R). Consequently, $M T$ is adequate for BIST implementation in embedded RAM $[9,10]$.
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