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Abstract. Industry 4.0 is mainly represented by the digitalization technologies of physical 
industrial assets, thus obtaining the cyber-physical systems. A key role in digitalization 
developing is indeed played by possibility to develop a realistic virtual model (3D model) and 
using this model in virtual simulations to test the functionality of the system at possible 
scenarios from real world. The paper presents the modelling a mechatronic system represented 
by a three-dimensional cylindrical type manipulator in Automation Studio software and aims 
creating cinematic animation which will be used in the field of virtual commissioning. This 
approach in Industry 4.0 paradigm is studied in the academic environment and in the industrial 
research from last decade time, because generate major benefits such as in remote accessibility 
for learning, time efficiency from planning to real setup with possibility of detection and 
debugging of errors in the system, for minimizing time commissioning and predictive 
maintenance.  

1. Introduction 
Industry 4.0 (I4.0) creates a lot of opportunities for companies and research institute because it is the 
first time when an industrial revolution is predicted a-priori, not observed retroactive. The basic 
components of the concept I4.0 are cyber-physical systems (CPS), Internet of Things (IoT), Internet of 
Service (IoS) and Smart Factory. A few years ago were defined six design principles that characterize 
main components of I4.0: interoperability, virtualization, decentralization, real-time capability, service 
orientation and modularity [1]. From all of this virtualization is the key enabler of I4.0 and means that 
CPS are able to monitor physical processes.  
Developing of specialized tools for computer-aided engineering (CAE) over the last decade come to 
sustain all virtualization process from CPS and Smart Factory. One of these tools is Automation 
Studio (AS) conceived by Famic Technologies Inc.. AS software which comes with the advantage 
given by the fact that is not behind of industrial equipment manufacturer, is developed for both 
direction academia and industry, being used as a design and simulation tool in the fields of automation 
and electrical control system, pneumatics, and hydraulics system and for fluid power systems design 
[2]. This software allows to go in depth beyond in the direction of virtual engineering through 
standard modules and libraries which interact with each other during the simulation process to allow 
user to create complete systems that behave as they would in real life. The standard 3D Editor 
workshop [3] brings the concept of virtual system to another level. Up to a medium complexity level it 
is possible to develop an object in the AS editor, while for complex system it is necessary to build new 
models based on CAD data. This is the case of actual paper when we will build geometry data in 



 
 
 
 
 
 

CATIA software and assembling these components via joints and synchronizing this mechatronic 
mechanism with power and control technologies of the other workshops from AS. In this way the PLC 
controller implemented and virtual robot equipped with sensors will be connected in closed loop 
behaviour and validation will be done through software in the loop (SIL). This new approach with 
Virtual System workshop from AS creates the realistic customized model of any mechatronic system 
which can be included in the second generation of CPS [4], which collect the information from real 
sensors and actuators.  
 

2. Hardware structure of robot  
Comprehending the complexity of robots and their industrial applications involve a multidisciplinary 
knowledge starting with mathematics, continued with mechanical and electrical systems and last but 
not least computer and control technology. Industrial robot technology progresses rapidly and along 
with it increases diversity of application, the most popular being arc and spot welding, materials 
handling, machine tending, painting, picking, packing and palletizing assembly [5,6]. There are a lot 
of applications where the pneumatic robots find their place, coming with few important advantages: 
firstly is price level than they can move quite smoothly, the maintenance complexity relative simply.  
In the present paper is presented the development of mathematic modelling and simulation for the 
pneumatic robot. The three-degree of freedom (DOF) robot which is an industrial manipulator arm  
cylindrical type, one revolute moving and two prismatic moving (RPP), there is in Department of 
Automatic Control and Applied Informatics and is used in academic aim  figure 1.  

 
Figure 1. 3DoF Pneumatic Robot.   

 
The main features of unit are: (a) all drives are pneumatic, (b) the revolute moving between 0-90º is 
realized on Axis 1 with a pneumatic actuator L/R, (c) first translation moving on Axis 2 is realized by 
a double action cylinder  U/D , (d) second prismatic moving on Axis 3 is implemented with  double 
end-double acting cylinder  F/B, (e) the effector is realized with a 180º angular gripper  G, (f) 



 
 
 
 
 
 

directional valves to control the actuators pneumatic are mounted on manifold, (g) proximity sensors 
and (h) control panel for operational task. 
All cylinders have a permanent magnet on the piston being able to send, through reed sensors mounted 
on the cylinders sliding axis, electrical signals to indicate its position. If appear restriction of spaces as 
is the case with UD cylinder and robot chassis are used inductive proximity switches that detect metal 
brackets on the moving parts of the robot. Mainly of pneumatic robot application very useful is the 
end-stroke cushioning which quieten the impact of the piston on the end block. The control of 
cylinders is done with solenoid valves with electric command, mechanical spring return, and external 
servo pilot. For rotary actuator is used a bistable valve 5Ports/3Ways and for linear cylinders and 
gripper valves used are mono-stable valves 5Ports/2Ways.  
 
3. Forward cinematic model 
One widely used representation of forward kinematics is based on the Denavit-Hartenberg (DH) 
parameters. The obtained model gives the pose of the end-effector frame from robot joint parameters. 
The chosen kinematic structure is illustrated in figure 2, where O0 is the origin of the base frame 
associated with the first link. Frames having origins in O1 and O2 refer to the next two links according 
to the DH formalism. O3 is the origin of the end-effector frame.   
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Figure 2. Define link frame. 

The entire structure is succinctly described in the table 1 in t
are variable. Distances O1O2 and O2O3 define d1 and d2, respectively.    

 
Table 1. Define DH parameters of each link. 

link i i ai di 

1  0 0 0 

2 90° 90° 0 d1 

3 -90° 0 0 d2 

The  (1)  is obtained as the product of three DH transformation matrices. The Cartesian 
position (x, y, and z) for the origin O3 
last column. Using these values, the robot workspace can be determined and visualized. Figure 3 

0 and blue ones for 90º.  



According to the motion for each joint, the resulted trajectory will be neither a straight line nor an arc 
of circle, when two or three joints are used simultaneously. For example, the pneumatic characteristics 
of the robot give the three joints trajectory illustrated in figure 3. In some cases the trajectory is proper 
to move to the end point, but returning home can create an unwanted path.

Figure 3. Reachability points and several trajectories.

4. Digital twin of the 3DoF pneumatic robot realized in Automation Studio
A digital twin represents a dynamic virtual model of a thing, system or process that relies input data 
from real world to understand its state, respond to changes, improve operations and add value. By 
integrating the virtual and physical worlds, the digital twin continuously enriches the data feed coming 
from the sensors of real robot enables real-time monitoring of robot and timely analysis of data to 
quickly diagnose and fix failure, schedule preventive maintenance to reduce/prevent downtimes, 
optimize robot operation and implementing upgrades [7]. 
Model-Based Design, commonly defined as MBD, is a mathematical and visual design methodology 
for designing complex systems in different domains, such as in automotive, aerospace, motion control 
and industrial equipment applications. From literature review about the MBD concept [7-11] the 
ubiquitous V-model which describes a relation between each phase of the development life cycle and 
its associated phase of testing is a specific form, figure 4, for implementation a realistic virtual 
complex mechatronic model using Automation Studio.
One of the challenges with modelling and simulation software is to push over their limit imposed by 
high-level modelling approach when composing of virtual systems is done using predefined elements 
from internal library. This is the case when the approach is low level modelling as is defined in [12], 
the building of new components/mechatronic systems start from CAD data and followed by 
assembling and functional interaction between them and / or other workshops such as pneumatic, 
hydraulic, electrical, control. Based on this flow, in actual work is creating and validating in 
Automation Studio the model of pneumatic robot guided by the V-diagram from figure 5.



After the requirements have been determined exactly what the robot must do in a given real-world 
scenario, the second step is to design the geometrical components which compound the robot from 
base to gripper. All these 3D components must be saved in files with format .IGS. In the third phase 
must be open a new project in AS with a 3D diagram editor, import files designed in Catia and started 
to assemble the robot in a cascade way. 

Figure 4. V-model of implementation in Automation Studio.

Figure 5 presents assembling between components that create the kinematic animation of Up/Down 
cylinder, first translation movement of robot in Axis2. 

Figure 5.  Low level modelling of robot chassis.



 
 
 
 
 
 

AS  
e 3D animation of an 

assembly in a certain perspective. After completing the alignment process between the two 
components, a sliding motion is defined for the translation U / D cylinder, to complete the kinematic 
animation between the two components: source and target. These two components are made parallel to 
each other when displacing the source toward the target. The result of this stage with geometrical 
modelling for U/D cylinder capsulated in the chassis of robot is presented in figure 6: 

 

 

Figure 6. Few steps from aligning to geometrical model U/D cylinder. 
 

In the next step called functional modelling, above geometrical model will be overlaid a standard 
cylinder from pneumatic library and so the kinematic animation will be related to the displacement of 
the cylinder controlled by a valve. After choosing the type of cylinder it is necessary to customize the 
proprieties of cylinder similar with real cylinder code 41M2P080A0200 (e.g. diameter Ø80mm, rod 
diameter Ø25mm, stroke 200 mm, inclination vertical, external load 20kg, and more). Continuing 
this path and add all others components (rotary actuator for joint revolution on Axis 1, double ended 
piston rod  for translation on Axis3 and the end of arm tooling  gripper) is defined the completely 
model of robot. The digital model, represented in figure 7, is ready to use when is assigned manually 
electrical inputs from sensors and electric outputs to actuators. 

 

5. Testing robot model - Software in the loop method 
On testing branch first step is used an approach based on software in the loop simulation, where 
mechatronic model and controller are coupled in closed loop behaviour. Because the pneumatic drives 
in a mechatronic system are suitable for a sequential control, the testing of the robot model operation 
will be carried out using a PLC. 

 
 

 

Figure 7. Digital twin robot. 



 
 
 
 
 
 

On testing branch first step is used an approach based on software in the loop simulation, where 
mechatronic model and controller are coupled in closed loop behaviour. Because the pneumatic drives 
in a mechatronic system are suitable for a sequential control, the testing of the robot model operation 
will be carried out using a PLC. The global variables defined in functional model, like inputs/outputs, 
are connected to inputs/outputs of PLC. To interface robot with operators is developed in specialized 
AS workshop a human-machine interface (HMI), figure 8, from where the control can be settled in 
two modes:  manual and automatic. The algorithm is implemented in this paper in a graphical 
formalism  figure 8, known as grafcet or SFC, preferred because is a useful and efficient environment 
to working in projects where different professional groups are involved to understand automation 
system. 

 

 

  Figure 8. Software in the loop simulation (HMI, pneumatic circuit of robot and grafcet).   

 

In simulation activities all pneumatic components of robot are operated with a pressure stabilized at 4 
bars. With specialized tools from AS it is obtained the evolution of different measurements 
(positioning, speed, acceleration, pressure). In our case in figure 9 is presented the variation of speed 
for U/D cylinder which is the main cylinder of robot if we take in consideration its task.  



 
 
 
 
 
 

 

Figure 9. Variation of linear speed of U/D cylinder. 

 

6. Conclusion 
The method presented in this paper is a low-level modelling procedure to obtain a digital twin of 3DoF 
pneumatic robot, by following the V-model adapted for AS software up to level of SIL. Development 
requires an interdisciplinary approach. The valid model can be used for virtual commissioning where 
the real PLC is linked by digital model through a tunnel implemented with an OPC Server. In this way 
is necessary to implement the algorithm that has been validated in this paper in ladder format for PLC 
and HMI. From the authors point of view, in context of forwarding to Industry 4.0, the near future will 
bring to delivering real and model of virtual machine, this being an important differentiator between 
the manufacturing companies. 
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2.1. CPS-oriented platoon organization 
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3.1. Car Following Model 
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3.2. Predictive Feedback/Feedforward Control 
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3.3. Optimal Control based on LQR Algorithm 
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4.1. GPC-based Platoon Simulation Results 

 

 

 

 

 



 

                           

 

4.2. LQR-based Platoon Simulation Results 

 

 

 

 



 

 

4.3. Comparative Analysis 
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Abstract. The paper addresses a new direction for experimental labs in engineer-
ing education, which will facilitate a systemic approach to the educational pro-
cess within the application hours of many technical disciplines and this will cre-
ate new perspectives for in-depth understanding and implementation of the In-
dustry4.0 paradigm for engineers in the control area but not only. This paper aims 
to present the flow for translating two pneumatic drive workstations into mixed 
reality on the HoloLens2 device.     

Keywords: Mixed Reality, experimental lab, pneumatic drives, education, In-
dustry 4.0 

1 Introduction 

Engineering is closely related to science, technology, and practice - it is the generator 
of products and processes that contribute to the progress of humanity to the increase the 
quality of life.  

The complex challenges of this complicated period, hopefully post-pandemic, re-
quire new creative, innovative, and holistic solutions within the training/education pro-
cess within the technical universities. Because engineering is a practising profession, 
laboratory experiments are considered an imperative component of engineering pro-
grams by both parties (student-teacher) involved in the education process. In the learn-
ing process within technical universities, two main directions must be combined har-
moniously: the theory behind the specific phenomena and the practical experience. 
However, there is a paradox in engineering that is strongly impacted by rapid techno-
logical changes. This is mainly because, in this area, it becomes relatively difficult to 
adopt a relevant infrastructure of educational equipment for training facilities at levels 
similar to those of current industries. The existing infrastructure is at a different level 
than every student in a study group could have access during the laboratory class to its 
experiment.  



Using of mixed reality systems, those that overlay virtual reality on top of physical 
reality, represents a possibility to reduce this gap by creating much more intuitive, en-
gaging experiences with a much higher impact for the generation of digital natives, a 
generation with increased skills in the use of digital technology from an early age. 

As a result of mixed reality, students can touch and manipulate objects, generating a 
better understanding. Students can also interact with datasets, complex formulas, and 
abstract concepts in an animated form that is sometimes harder to understand through 
the teacher's classic instructions. 

The training of future engineers will have to be subjected to ensuring consistent an-
alytical skills based on the fundamental principles of science, systemic thinking for 
understanding complexity, practical ingenuity, and creativity. 

The paper is structured as follows. Section 2 presents the current works using Ho-
loLens 2 in mixed reality. Section 3 describes in the first part the hardware components 
used in the realisation of the two applications of this paper and the pneumatic work-
stations. The second part of this presents the software tools used. Section 4 discusses 
application deployment, from 3D modelling of pneumatic components and panels to 
create interactive animations and buttons in Unity. There is also a QR-code link to a 
video with the proof of the applications. Finally, Section 5 concludes the established 
purpose of the paper and the next steps in improving the two mixed reality applications. 

2 Related work   

Immersive learning has become an integral part of quality education in many areas. 
Academic institutions and industry leaders are looking to cutting-edge research support 
technologies to prepare learners for the success of digital literacy of the future. Univer-
sities are increasingly looking to innovative emerging technologies, such as augmented 
reality (AR), virtual reality (VR), and mixed reality (MR). The main reason for this is 
to increase the efficiency of the educational process, improve communication and drive 
collaboration between actors involved to deliver great student experiences during lab 
hours and not only. 

The computer game industry and the digitisation process specific to the Industry 4.0 
paradigm have influenced the development of extended reality systems. The terminol-
ogy in link with this eXtended Reality (XR) can sometimes be confusing, meaning the 
entire way from real life to the virtual environment [1]. The aim of Table 1 is to clarify 
these tech terminologies.  

These emerging technologies are different, and the instruments differ.  
The foundations of these concepts appeared two decades ago when the way from the 

real world to the computer-generated environment was in an early stage of development 
[2], and the existing tools were with incomparable performance.  

Nowadays, the types of equipment used in XR have become more and more varied 
[3,4], the spearhead for the mixed reality area being the Ho-loLens2 system, a head-
mounted display (HMD) produced by Microsoft.  

The fields strongly impacted by mixed reality technology both from an academic 
and an applied perspective, are healthcare and medical assistance, architecture and civil 



 

engineering, defence, life science, tourism, marketing, manufacturing and automotive, 
and last but not least, automation control. Considering the applications made for Ho-
loLens 2, the field of medicine keeps the headline. The spectrum contains training in 
anatomy, examinations of patients, and the collaboration between doctors worldwide 
in times of surgery. [5-8]. 

Table 1. The layers of eXtended Reality 

Tech terminology Representation Description layer 

 
Reality (R) 

 

  
Physical reality 

 
Assisted 

Reality (aR) 
 

It used, in special, to add information 

through a different type of screens 

 
Augmented Real-

ity (AR) 
 

Anchoring new digital objects on the real 
world in which the user can see and feel the 

new updated environment 

 
Mixed 

Reality (MR) 
 

One step further comparatively with AR, 
more powerfully, an environment where the 
physic objects and digital objects co-exist 

and more important interact in real-time in a 
hybrid environment 

 
Virtual 

Reality (VR) 
 

Completely artificial three-dimensional 
environment, a computer-generated simula-
tion where the users is transformed into an 

avatar in this virtual world 
 
In the current field of interest of the actual paper-control engineering, the applica-

tions made so far for mixed reality using HoloLens2 are from the perspective of the 
impact that information and communication technology (ICT) must increase the 
productivity and flexibility of production in the context of the new industrial revolution 
- I4.0. The connection between HoloLens2 glasses and robotic systems is a relatively 
developed topic [9, 10] in link with conveying the motion intent from robot to user or 
vice versa. Another class of applications with a high impact is using technology for 
remote assistance, visual inspection and maintenance of complex machines during the 
production process [11]. 

3 System architecture  

The proposed goal from this study refers to the direct interactions and visualisation 
of the operation of the two pneumatic workstations by the students on the HoloLens2 
device, connected wirelessly to a laptop. 



This section depicts the tools this research requires to create the pneumatic circuits, 
obtain the 3D model components, write the code, and finally implement and display 
them on the HoloLens 2 device. 

3.1 Hardware components 

In the Pneumatic and Hydraulic Control Systems Lab from the Department of Auto-
matic Control and Applied Informatics from TUIASI, there are a few workstations 
(with Camozzi pneumatic components) controlled by a PLC and HMI panel [12]. Fu-
ture engineers must acquire technical skills and be flexible in adapting and learning to 
operate pneumatic equipment in different circuits. The way to touch these aims is to 

- ational workstations. The con-
figurations of the two circuits implemented on workstations, implemented in section 4 
from the actual paper in mixed reality applications, are in Fig. 4. and Fig. 5.  

 

 

 

 

 

 

 

 

 

Fig. 4.  Implementation of the first pneumatic circuit on real workstation 

    The configuration of the pneumatic circuit from Fig. 4. contains on the panel follow 
equipment: 1 - Lockable isolation valve 3/2-way; 2 - Pressure regulator; 3 - Manometer; 
4 - Solenoid valve 3/2-way; 5,8 - Pneumatically operated valves 5/2-way; 6 - Double-
acting cylinder with end-of-travel braking; 7,11 - Roller operated valves (spring return) 
3/2-way; 9 - Variable throttle valve; 10 - Magnetic single-acting cylinder. 



 

 

 

 

 

 

 

 

Fig. 5.  Implementation of the second pneumatic circuit on real workstation 

   Also, the components that are found on the second pneumatic system from Fig. 5. are 
the following: 1 - Lockable isolation valve 3/2-way; 2 - Pressure regulator; 3,7 - Ma-
nometers; 4,5,6 - Manually operated valves with different types of action; 8 - Logic 
element OR; 9,14 - Solenoid valve 5/2-way; 10 - Magnetic double-acting cylinder; 
11,12 - Roller Limit Switch the cylinder stroke end; 13 - Mechanically operated valve; 
15,16 - Magnetic single-acting cylinder.  

Next, the head-mounted display HoloLens2 device will briefly describe its technical 
characteristics. HoloLens

The device is a 
mixed reality headset that can be declared as a hands-free controllable computer with 
wireless connectivity controlled by voice or gestures.  

The basic specs of the HoloLens 2 are: resolution- 2K 3:2 light engines in each eye, 
holographic density: >2.5K light points per radian, processor: Qualcomm Snapdragon 
850, holographic unit: 2nd-generation, wireless connectivity: IEEE 802.11ac, Blue-
tooth 5.0, camera: 8MP stills, 1080p video, mics: 5-channel, speakers: built-in, spatial 
audio, eye and head tracking, rechargeable battery 16.5Wh, 6-degrees-of-freedom 
(6DoF) tracking through an inertial measurement unit. The main components are de-
picted in Fig. 6.  

The HoloLens2 hardware contains a few cameras: four grey-scale environment track-
ing cameras and a depth camera to sense its environment and capture the gestures of 
the human user. The depth camera uses active IR illumination to obtain depth through 
time-of-flight. 

 



 

Fig. 6.  Main components of Microsoft HoloLens 2, [6] 

3.2 Software  

To create MR applications was necessary to use notions from various fields. It 
started from the pneumatics working principle of each piece of equipment from the 
workstation, 3D modelling equipment using SolidWorks and Blender software, pro-
gramming notions in using functions in Visual Studio later assigned to Unity objects, 
and the implementation of holograms in Unity.  

After identifying the components on each workstation, the pneumatic circuits are 
created in the Automation Studio software, which allows the design of non-standard 
pneumatic equipment based on adjustments of predefined components [14]. 

The body of the panels and pneumatic components identified in Section 3.1 was 3D 
modelled using the SolidWorks 2016 program and then saved with the .stl extension. 
As there are also dynamic elements whose movements want to be highlighted in appli-
cations, they were modelled on parts. The parts modelled that way were: single and 
double-action cylinders, manometers, solenoid valves and roller-operated valves. When 
each pneumatic part was designed, the dimensions specified in the Camozzi catalogue 
were considered. 

The next step was to add as realistic textures as possible to each component. To add 
the real textures specific to virtual workstations is necessary to import the assembled 
panels with the .stl extension in Blender software. After creating, texture was exported 
in .fbx format, which Unity recognises. 

The most complex step was to design the virtual scenarios and add interaction func-
tions to the pneumatic components imported into Unity. The steps necessary to create 
the two MR applications are shown in the next section. 



Also, the Microsoft Visual Studio software was used, in which all the encodings 
necessary for the Unity objects were made. The programming language in which most 
HoloLens functions are written in C#. After completing the applications in Uni-ty, they 
are compiled from Visual Studio and uploaded to the HoloLens 2 device via USB or 
wireless. Fig. 7. depicts the workflow to develop the two holographic applications for 
HoloLens 2.

Fig. 7.  Development workflow

4 Implementation of pneumatic circuits in Mixed Reality

The two applications created in this paper differ from each other. In the first appli-
cation, the user can interact with the hologram to assemble the circuits on the two pneu-
matic stands, starting from scratch. In the second project, the pneumatic components 
are assembled by default; the student can visualise the operation of the panels in parallel 
at the same time.

As specified in Section 3.2, the project's most important and complex part was the 
creation of hologram-type pneumatic panels in Unity using Mixed Reality. To use Win-
dows Mixed Reality, the newly created project must be set to be exported as a Universal 
Windows Platform application. This platform automatically targets any device, includ-
ing HoloLens 2.

Then, the packages needed for the Unity project found in the MixedRealityFeature-
Tool executable were added to allow users to update and accelerate the development of 
Mixed Reality applications.

The next step was when the pneumatic workstations in FBX format were imported 
into the Unity virtual scene. Because the textures added to Blender could not be re-
tained, they were applied again. 



 

 

 

 

 

 

Fig. 8. Pneumatic workstations with added textures 
 

   To interact directly with the components on the pneumatic panels, it will be necessary 
to add to each HandInteraction action, such as Object Manipulator (which includes 
Constraint Manager), Box Collider and NearInteractionGrabbable. In this way, the user 
can move, scale, or rotate objects by hand in Unity and on the HoloLens 2 device. Also, 
the Rigidbody component has been added, which applies the gravitational force to each 
object. Therefore, when a piece is taken by hand from the table of the panel, and then 
it is released, the pneumatic component will have a free fall. 

   To help the user become more familiar with the circuits, labels containing the name 
of the pneumatic parts have been created. Animation gif files have been added to illus-
trate the operation principle of the components in the longitudinal section. 

  An interesting object of this paper is the tool for displaying the catalogue with pneu-
matic components that can also be found on panels. It will only be displayed when the 
wrist is turned ze turns to the catalogue while wearing the HoloLens 2 
device, as depicted in Fig. 9. 

 

 

 

 

 

 

Fig. 9. Immersion of specialized literature (catalogue) in virtual environment   



 

   The next step was to create an interactive menu that could indicate the locations of 
each pneumatic part in the circuit or manipulate the components placed on the panel. 
The following will explain the buttons on the menu: Hints - indicates the place corre-
sponding to each pneumatic part in the assembly, Explode - will remove the fixed com-
ponents at a set offset, Reset - will place the pneumatic piece in the initial place where 
they were taken. The menu is represented in Fig. 10. 

 

 

 

 

Fig. 10. The interactive menu 

   For extra creativity, animations such as translation and rotation movements were 
made on the cylinders, manometers, roller-operated valves and the flash action of the 
solenoid valve led. The bottleneck of the paper was the creation of the rotational move-
ment around a fixed point. Because it could not be done directly by changing the rota-
tion angle on the z-axis of the roller, it was necessary to create a special script called 

hich it can rotate.  

    A plus of the project s originality is the one in which it was wanted to activate the 
animations on manometers, cylinders, valves and solenoid valves when attaching the 
air tubes to them. Thus, each air tube that connects to these parts will have a 

&
of the pneumatic part while fixing it in that place.  

   Finally, the Pause and Resume interactive buttons were created to which I added the 
Pause/Resume component. Therefore, the created animations will be stopped and re-
sumed by pressing the buttons - Fig. 11. 

 

 

 

 

 

Fig. 11. Interactive buttons 



   To be able to display the applications on HoloLens 2, it was necessary to build pro-
jects in Unity. A .sln file is generated and opened with Visual Studio following this 
process. The application was loaded on the device using the computer's IP address con-
nected to the HoloLens2 device. Fig. 12. shows students working with Mixed Reality 
applications near the pneumatic workstations. While testing the created scenarios, eve-
rything the students viewed on HoloLens 2 was displayed on the laptop in the Windows 
Device Portal by accessing the Live Preview option. A video with a demonstration of 
the holographic pneumatic workstations is illustrated in a video 
(https://youtu.be/im3G4kHGgFc or scan QR-code below). 

 

 

 

 

 

 

Fig. 12. Testing applications by students and QR code to access the video experiment 

5 Conclusions and future work 

This paper aims to contribute to facilitating the learning process of future engineers 
by creating the virtual scenes described and, at the same time, familiarising, capturing 
their interest and training them in MR tech that will storm the entire production of com-
panies shortly. Integrating digital twin capabilities with MR tech started being used 
across some industries. The capability to visualise the digital model in the proximity of 
a real process is an incredible opportunity given by Industry 4.0.© 

Educational MR tools in a "hands-on" lab can improve student performance by a 
significant percentage, giving an opportunity of increasing the experiment's difficulties 
without compromising the understanding level.  

The collaborative mixed reality can be used to transmit procedural knowledge and 
could eventually replace, in some scenarios, face-to-face training. 

 The next step is introducing voice commands for ease and more user control over 
the components. It is also desired to change the structure of the 3D air tubes to give 
them malleability similar to those in the real environment. 
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