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Abstract: This  paper  proposes  a  study  in  theoretical  and  experimental  terms  focused  on  the 
vibration  beating phenomenon  produced  in  particular  circumstances:  the  addition  of  vibrations  
generated by two rotating unbalanced shafts placed inside a lathe headstock, with a flat friction belt 
transmission between the shafts. The study was done on a simple computer-assisted experimental 
setup for absolute vibration velocity signal acquisition, signal processing and simulation. The input 
signal is generated by a horizontal geophone as the sensor, placed on a headstock. By numerical  
integration  (using  an  original  antiderivative  calculus  and  signal  correction  method)  a  vibration  
velocity signal was converted into a vibration displacement signal. In this way, an absolute velocity 
vibration  sensor  was  transformed into  an  absolute  displacement  vibration  sensor.  An important  
accomplishment in the evolution of the resultant vibration frequency (or combination frequency as 
well) of the beating vibration displacement signal was revealed by numerical simulation, which was 
fully confirmed by experiments. In opposition to some previously reported research results, it was 
discovered that the combination frequency is slightly variable (tens of millihertz variation over the 
full frequency range) and  it  has  a  periodic  pattern. This  pattern  has  negative  or  positive  peaks  
(depending on the relationship of amplitudes and frequencies of vibrations involved in the beating) 
placed systematically in the nodes of the beating phenomena. Some other achievements on issues 
involved in the beating phenomenon description were also accomplished. A study on a simulated 
signal  proves  the  high  theoretical  accuracy  of  the  method  used  for  combination  frequency  
measurement, with less than 3 microhertz full frequency range error. Furthermore, a study on the 
experimental determination of the dynamic amplification factor of the combination vibration (5.824) 
due to the resonant behaviour of the headstock and lathe on its foundation was performed, based 
on computer-aided analysis (curve fitting) of the free damped response. These achievements ensure 
a  better  approach  on  vibration  beating  phenomenon  and  dynamic  balancing  conditions  and  
requirements. 
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1. Introduction 

Rotating unbalance is  a  topic  frequently mentioned in the analysis  of  the dynamics  of  rotary  
bodies (rotordynamics [1]). The rotating unbalance occurs due to an asymmetry of mass distribution 
(in some different regions of the rotary body, the center of mass is not placed on the axis of rotation). 
Centrifugal  forces  occur  in these  unbalanced regions  of  the  rotary  body. The resultant of  these  
centrifugal forces is transmitted through the bearings to the structure where the rotary body is placed. 
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In each bearing the resultant of centrifugal forces has two components at orthogonal directions. Each 
component acts as a harmonic excitation force against the structure, thus generating vibrations. 

For some specific appliances these vibrations are desirable (e. g. in vibration shakers used also 
as mechanical vibration exciters [2,3], vibration alert systems in mobile phones, electronic vibrating 
bracelets [4], and haptic feedback devices with vibrations [5]). Generally, the vibrations due to the 
rotating body unbalances have highly undesirable effects (e.g., bad surface quality in the grinding 
process [6,7], premature bearing destruction [8,9]), and human body discomfort [10]). In order to 
measure [11] and to eliminate the unbalance of rotary bodies [12–14] (using additional balancing 
masses and additional inertia [15]), several special requirements must be met and specialized 
equipment must be used [16,17]. Actually, one of the best ways to balance rotary unbalanced bodies 
is through the use of self-balancing systems [18,19]. 

Sometimes two rotary unbalanced bodies having almost the same angular speed (or rotational 
frequency) which rotate in the same structure (e.g., in centerless grinding machines, [20]) produce a 
vibration beating phenomenon [10,21,22]. 

Each rotary unbalanced body generates a vibration. The addition of two vibrations, having 
slightly different frequencies, produces the aforementioned beating phenomenon. This is a resultant 
vibration with periodical variation of amplitude, with nodes (where the amplitude has a minimum 
value, the addition of the two vibrations produces destructive interference, 180 degrees out of phase 
between the constituents of the resultant vibration) and anti-nodes (a maximum amplitude, where 
the addition of the two vibrations produces constructive interference, with zero degrees shift of phase 
between constituents) [23]. Obviously the beating phenomenon in mechanics is not solely related to 
the vibrations produced by rotary unbalanced bodies, it also occurs when two vibration modes with 
almost the same modal frequency are excited [24,25], and it occurs as well when a system vibrates 
simultaneously due to forced sinusoidal excitation close to a resonant frequency and due to a free 
response [26–29]. 

Some specific appliances use the vibration beating phenomenon to monitor the condition of 
mechanical systems, e.g., monitoring the adhesion integrity of single lap joints [30], monitoring the 
structural integrity of helicopter rotor blades [31], and for seismic vibration testing [32]. A vibration 
beating mechanism in piezoelectric energy harvesting systems is proposed in [33]. 

In machine tools, in addition to a critical source of vibrations (self-excited vibrations in turning 
[34], milling [35] or grinding [36] processes), the vibrations produced by rotary unbalance (generated 
by tools [37], shafts [38] or work pieces [36]) and particularly the beating phenomenon [6] created by 
rotary unbalanced bodies, are important items. This paper proposes some approaches, in theoretical 
and experimental terms, to address the vibration beating phenomenon produced inside a Romanian 
lathe headstock SNA 360, by two inner unbalanced rotary shafts, rotating with very close angular 
speeds. The main achievements of this paper are producing results in the areas of: vibration beating 
monitoring, conversion of a velocity vibration signal into a displacement signal (by antiderivative 
calculus), and the evolution of beating vibration signal frequency (pattern, simulation, measurement 
and accuracy measurement), as well as producing a study of the influence of headstock and lathe 
foundation dynamics on vibration amplitudes. 

2. A Theoretical Approach 

Assume that the rotary unbalance of each shaft (each of which rotates at angular speeds of ω1 
and ω2, respectively) is reducible at the asymmetry of mass distribution with unbalance masses m1 
and m2, respectively, placed in a single plane at distances r1 and r2, respectively, to the rotation axis. 
The horizontal projection of the centrifugal forces of each rotary unbalance (𝐹𝐹1  =  𝑚𝑚1𝜔𝜔12𝑟𝑟1  and 
𝐹𝐹2  =  𝑚𝑚2𝜔𝜔2

2𝑟𝑟2) generates vibration displacements y1 = kDaf1F1cos(θ1) and y2 = kDaf2F2cos(θ2), where k is 
the stiffness of the headstock and the lathe foundation, Daf1 and Daf2 are the dynamic amplification 
factors and θ1 = ω1t+φ1 and θ2 = ω2t+φ2 are the instantaneous values of the angle of the centrifugal 
forces with respect to the horizontal direction (φ1 and φ2 being the instantaneous values of these 
angles at t = 0). With these considerations, a complete description of y1 and y2 of the vibrations is given 
below: 
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𝑦𝑦1  =  𝑘𝑘𝐷𝐷𝑎𝑎𝑎𝑎1𝑚𝑚1𝜔𝜔12𝑟𝑟1𝑐𝑐𝑐𝑐𝑐𝑐(𝜔𝜔1𝑡𝑡 + 𝜑𝜑1)  =  𝐴𝐴1𝑐𝑐𝑐𝑐𝑐𝑐(𝜔𝜔1𝑡𝑡 + 𝜑𝜑1) (1) 

𝑦𝑦2  =  𝑘𝑘𝐷𝐷𝑎𝑎𝑎𝑎2𝑚𝑚2𝜔𝜔2
2𝑟𝑟2𝑐𝑐𝑐𝑐𝑐𝑐(𝜔𝜔2𝑡𝑡 + 𝜑𝜑2)  =  𝐴𝐴2𝑐𝑐𝑐𝑐𝑐𝑐(𝜔𝜔2𝑡𝑡 + 𝜑𝜑2) (2) 

Here 𝐴𝐴1  =  𝑘𝑘𝐷𝐷𝑎𝑎𝑎𝑎1𝑚𝑚1𝜔𝜔12𝑟𝑟1  and 𝐴𝐴2  =  𝑘𝑘𝐷𝐷𝑎𝑎𝑎𝑎2𝑚𝑚2𝜔𝜔2
2𝑟𝑟2  are the vibration amplitudes of the two 

shafts, respectively. The headstock and the lathe vibrate as a single body on its foundation (as a mass–
spring–damper system) with a vibratory motion which is the result of the addition y1 + y2 of these 
two vibrations, a periodical non-harmonic motion that presents itself as a beating phenomenon [23], 
with nodes and anti-nodes (as the simulation from Figure 1 proves). According to Figure 1, if the 
period of vibration y1 is T1 = 2π/ω1 and T2 = 2π/ω2 is the period of vibration y2, then the period Tb of 
the beating phenomenon (the beat period being the time between two anti-nodes or between two 
nodes, as well) and the periods T1, T2 (with T2 < T1) should fulfill this obvious condition: 

𝑇𝑇𝑏𝑏  =  𝑛𝑛𝑇𝑇1  =  (𝑛𝑛 + 1)𝑇𝑇2 (3) 

with n being a natural number, defined from Equation (3) as: 

𝑛𝑛 =  𝑇𝑇2 (𝑇𝑇1 − 𝑇𝑇2)⁄  (4) 

In Figure 1 n = 7. If in Equations (3) and (4) the periods are replaced by frequencies (Tb = 1/fb, T1 
= 1/f1, T2 = 1/f2), then the resulting frequency fb of the beating phenomenon (beat frequency or the 
number of nodes per second, as well) is: 

𝑓𝑓𝑏𝑏  =  𝑓𝑓2 − 𝑓𝑓1 (5) 

In Figure 1 f2 = 8 Hz and f1 = 7 Hz; these generate fb = 1 Hz with Tb = 1s (A1 = 10, A2 = 8, φ1 = 0, φ2 = -
π/2). 

According to [39], the resultant waveform of the vibration addition y1 + y2 has the frequency fc = 
1/Tc (as a combination frequency or modulation frequency, with the period Tc highlighted on Figure 
1) defined as: 

𝑓𝑓𝑐𝑐  =  (𝑓𝑓1 + 𝑓𝑓2)/2 (6) 

This paper will prove by simulations and experiments that this definition is not accurate, 
especially when A1 ≠ A2. 
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Figure  1.  A  simulation  of  the beating  phenomenon,  where:  y1 is the  vibration  of  shaft  1;  y2 is the 
vibration of shaft 2, Tb is the beat period; and Tc is the period of the resultant vibration y1 + y2. 

These theoretical considerations and some other supplementary issues and procedures will be 
confirmed by experimental approach in this paper. 

3. Experimental Setup 

Figure 2a presents a lateral view of both shafts (1 and 2, placed in the headstock) involved in the 
beating phenomenon due to rotary unbalance. 

  
(a) (b) 

Figure  2.  (a) A  lateral  view  of the  shafts  involved  in  the beating  phenomenon (with  a  flat  belt  
transmission between the shafts); (b) A front view of the lathe headstock with the vibration sensor. 

A friction belt transmission with a flat drive belt 3, a pulley 4 (on shaft 1) and a pulley 5 (on shaft 
2) synchronously rotates both shafts (the theoretical value of transmission speed ratio is 1:1). Here 6 
depicts  an additional  mass (10.8 g,  a  permanent  magnet)  placed in  different  angular  positions  on 
pulley 5 and used to change the internal unbalancing of the shaft 2. 

The shaft 1 is also the lathe main spindle (with the jaw chuck labelled with 7 on Figure 2b placed 
on  the  opposite  side  of  Figure  2a).  Figure  2b  shows  an  absolute  velocity  vibration  sensor  8  (an  
electrodynamic seismic geophone Geo Space GS 11D, now HGS Products HG4 as described in [40]), 
placed  on  the  headstock. The  geophone  corner  frequency  (8  Hz)  is  smaller  than  the  minimum  
frequency  of  the headstock  vibration  (17  Hz). No  significant  resonant  amplification  at  the corner 
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frequency can be identified (the open circuit damping being 34% of critical damping). The geophone 
sensitivity is 31.89 V/m/s. 

The signal delivered by the vibration sensor (a voltage proportional to the vibration velocity of 
the headstock) is numerically acquired by a personal computer via a computer-assisted numerical 
oscilloscope PicoScope 4424 from Pico Technology, Saint Neots, UK (USB powered, four channels, 12 
bits resolution, 80 MS/s maximum sampling, 32 MS memory) [41]. Due to the high sensitivity of the 
geophone and oscilloscope features (e.g., a numerically controlled internal amplifier) the 
supplementary amplification of the signal delivered by vibration sensor is not necessary. 

The computer-aided processing of this signal was done in Matlab. Firstly, the signal delivered 
by sensor must be mathematically divided by the sensitivity of the sensor in order to obtain the 
vibration velocity evolution. Secondly, the velocity of vibration must be numerically integrated (by 
antiderivative calculus) in order to obtain the vibration displacement evolution. The description and 
analysis of the evolution of some of the other vibration features (e.g., the combination frequency fc, 
the beat vibration amplitude and the free vibrations of the lathe on foundation) were also performed. 

In order to measure the average value of the instantaneous angular speed (IAS) ω1 of the main 
spindle (shaft 1) rigorously, the technique described in our previous work [42] was used (with a two 
phase multi-pole AC generator placed in the jaw chuck, as an IAS sensor). The same technique (which 
refers only to signal processing, briefly described later on) was used for an accurate measurement of 
the combination frequency fc. 

4. Experimental Results and Discussion 

4.1. A Beating Phenomenon Described in Vibration Velocity 

Figure 3 presents the evolution of the headstock vibration velocity during a time interval of 200 
s, described with 1 MS (or 1,000,000 samples as well) so a sampling interval of Δt = 200 μs, when the 
main spindle (shaft 1) rotates (and shaft 2, as well) in the steady-state regime, with constant IAS, with 
an average value of ω1 = 109.2369 rad/s (for f1 = 17.3856 Hz average rotation frequency, or 1,043.1 
revolutions per minute on average).  

It is obvious that Figure 3 depicts a vibration beating phenomenon with nodes and anti-nodes, 
with a very high value of the period Tb (96.6 s) and consequently with a very small value of beat 
frequency fb = 1/Tb = 1/96.6 Hz. The beating phenomenon proves that the IASs ω1 and ω2 and also 
rotation frequencies f1 and f2 as well, are slightly different because the diameters of pulleys 4 and 5 
involved in belt transmission are not strictly the same. With T1 = 1/f1 and the relationship between T1 

and Tb from Equation (3) there are n ≈ Tb·f1 ≈ 1679 periods T1 between nodes (and between anti-nodes 
as well). This is an approximated value of n because the frequency f1 is not rigorously constant (as is 
proved, later in this paper). According to Equation (3), at each n complete rotations of shaft 1, the 
shaft 2 makes n + 1 or n-1 rotations (one rotation difference), which means that the experimentally 
revealed value of the belt transmission speed ratio is ω2/ω1 = T1/T2 = n/(n ± 1) ≈ 1679/(1679 ± 1). This is 
also the ratio between pulleys diameters: the diameter of pulley 4 divided by the diameter of pulley 
5 (assuming that there is no slipping between the belt and the pulleys). 

The additional mass 6 (Figure 2a) was placed in a certain angular position on pulley 5, in order 
to obtain a maximum value of the amplitude A2, and a maximum difference between amplitudes in 
anti-nodes and nodes as well. It is obvious that the main spindle (shaft 1) is also unbalanced; 
otherwise the beating phenomenon does not occur. 
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Figure 3. The evolution of the velocity of headstock vibrations with a beating phenomenon due to 
rotary  unbalanced  shafts; here Tb is  the  beat  period,  A  is  a  label  for  a  future  comment  on  signal  
evolution. 

Figure  4  presents a  zoomed-in  detail  in  the area labelled A in Figure  3.  Here  the  dominant  
component (≈ 6 mm/s amplitude) is the sum of two vibrations created by rotary unbalances; the other 
low amplitude (and high frequency) components are related by vibrations generated by some other 
headstock rotary components. 

With the values for f1 and fb revealed before, the frequency f2 is a result of Equation (5), with two 
possible values (f2 = f1-fb = 17.3752 Hz or f2 = f1 + fb = 17.3959 Hz). Because in Equation (5) the notations 
f1 and f2 are arbitrary, this equation should be reconsidered as 𝑓𝑓𝑏𝑏  =  |𝑓𝑓2 − 𝑓𝑓1|. 

 
Figure 4. A zoomed-in detail of Figure 3 in the area labelled as A. 

As a consequence, the angular speed ω2 = 2πf2 has two possible values (ω2 = 109.1716 rad/s or ω2 
= 109.3016 rad/s), as does the speed ratio (ω2/ω1) of the driving belt (with ω1 = 109.2369 rad/s). To find 
the right value of f2 (and ω2 as well) the technique described in [42] should be used (with an IAS sensor 
placed on shaft 2). 

The evolution from Figure 3 is an addition of vibrations velocities (v = dy1/dt + dy2/dt) generated 
by both of the unbalanced shafts (1 and 2). It is expected that the beating phenomenon keeps the main 
characteristics (e.g., Tb, Tc values or fb, fc values, as well) if it is described using the addition of vibration 
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displacements  (s = y1 + y2), except  for the  amplitudes in  nodes  and anti-nodes which significantly 
decreases. 

4.2. The Description of the Beating Phenomenon in Vibration Displacement by Numerical Integration 

The  vibration  displacement  evolution  can  be  obtained  from  vibration  velocity  evolution  by  
numerical integration  (antiderivative  calculus).  Based  on  the  approximate  definition  of  velocity  
(derivative of displacement) v = ds/dt ≈ Δs/Δt,  a  current  sample of velocity vi is  defined using two 
successive samples of displacement si, si-1 (in the displacement interval Δs = si-si-1) and the values of 
time ti, ti-1 for these samples, in the sampling interval Δt = ti-ti-1 (usually this is a constant value) as: 

𝑣𝑣𝑖𝑖  =  
𝑐𝑐𝑖𝑖 − 𝑐𝑐𝑖𝑖−1

∆𝑡𝑡
 (7) 

This is an approximation of the first derivative of displacement as backward finite difference, 
with i > 1 [43]. The current sample of displacement si can be simply mathematically extracted from 
Equation (7) as: 

𝑐𝑐𝑖𝑖  =  𝑣𝑣𝑖𝑖∆𝑡𝑡 + 𝑐𝑐𝑖𝑖−1 (8) 

Equation (8)  describes  a  sample  si of  displacement  related  to  velocity,  this also being our 
proposal for a description of numerical integration of velocity (antiderivative calculus). According to 
Equation (8) the sample si depends on sampling interval Δt (here Δt is the time ti-ti-1 between two 
consecutive samples of  velocity vi and vi-1 or two consecutive samples  of  displacement  si and si-1 as 
well), the velocity sample vi and the previous sample of displacement si-1, as the result of a previous 
step of numerical integration. The numerical integration from Equation (8) is available for i > 1. Of 
course, it  is  mandatory  to  know  the  value  of the first  sample  of  displacement  s1,  this  being  an  
indefinite value because i > 1. This is exactly the constant C of integration (usually an arbitrary value). 
Pure harmonic signals are numerically integrated, in that case, evidently C = 0. 

Figure  5a describes  the  graphical  result  of  numerical  integration  of  vibration  elongation  
evolution from Figure 3 using Equation (8), with 𝐶𝐶 =  𝑐𝑐1  =  0. Certainly this evolution is not strictly 
related to the vibration displacement from the beating phenomenon. 

  
(a) (b) 

Figure 5. (a) The result of numerical integration of velocity evolution from Figure 3; and (b) the result 
of removing the zero-offset influence on numerical integration of velocity from Figure 5a. 

We  found  that  the  oscilloscope  generates  a  very  small  negative  constant  zero  offset.  As  the 
theory of  integration establishes,  the numerical  integration of  this  constant  zero offset  produces a 
component  with  linear  evolution, experimentally confirmed  in  Figure  5a  by  the  evolution  with  
negative  slope.  The  removal of  this  linear  component  produces  the  result  from  Figure  5b  (the 
evolution emphasized in blue). 
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It is evident that Figure 5b is not the expected evolution of the vibration displacement in beating 
phenomenon. Surely,  there  is  not  a  mistake in the numerical  integration proposal  in  Equation (8) 
because the numerical derivative of the evolution from Figure 5b using Equation (7) produces exactly 
the evolution of velocity, as Figure 6 indicates (by comparison with Figure 3). 

 
Figure 6. The result of the numerical derivative of the evolution from Figure 5b (vibration velocity, 
practically similar with Figure 3). 

Our first attempt to explain this deficiency in this result of numerical integration is related by 
the constant of integration C. 

Intuitively it is supposed that somehow the hypothesis that C = 0 is wrong. Perhaps the effect of 
this wrong hypothesis is mirrored in the evolution from Figure 5b and its effect should be removed 
(as the influence of negative zero offset was removed before). 

It  was  discovered by  numerical  simulation that  the  numerical  integration  of  a  computer-
generated beating vibration velocity signal (similarly to those depicted in Figure 3) using Equation 
(8), with C = 0, produces a vertically shifted evolution with a constant nonzero value, which should 
be mathematically removed. 

This approach assumed that in the result of numerical integration of vibration velocity depicted 
in Figure 5b, a supplementary low frequency component was generated and should be removed. For 
the time being we unfortunately do not have a consistent explanation for the appearance of this low 
frequency component. This low frequency component (depicted in Figure 5b in white) was detected 
by low-pass numerical filtering of the vibration displacement signal (the evolution emphasised in 
blue). 

A computer-generated moving average filter [43] was used, with the first notch frequency equal 
to the combination frequency fc = (f1 + f2)/2 (assuming that this definition from Equation (6) is accurate), 
in order to completely remove the variable component from Figure 5b having the resultant vibration 
frequency, and in order to obtain the low frequency component. The number of points in the average 
of the filter is defined as integer of the ratio 1/(fcΔt). The removal of this low frequency component 
from the result of numerical integration (the vibration displacement signal) depicted in Figure 5b is 
shown  in  Figure  7.  It  is  obvious  that  this  evolution  properly describes the resultant  vibration 
displacement during the beating phenomenon, previously described in Figure 3, by the velocity of 
the resultant vibration. 

There  is  a  supplementary  confirmation  of  this  result:  the  numerical  differentiation  of  the 
vibration displacement  signal  from Figure 7  (using Equation (7))  fits  very well  with the vibration 
velocity signal  from Figure 3,  as  a  very short  detail  (15  ms duration)  of  both evolutions (given in  
Figure 8a) from the area labelled as A (Figures 3 and 7) indicates. Thus, the absolute velocity vibration 
sensor  together  with  the  proposed numerical  signal  integration  method  acts  as  an  absolute  
displacement vibration sensor. 
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Figure 7. The headstock vibration displacement evolution during the beating phenomenon, deduced 
by numerical integration and correction of the signal depicted in Figure 3. 

Figure 8b presents a short detail of the vibration displacement evolution in the area labelled with 
A in Figure 7. This figure has the same size on the abscissa as Figure 4. By comparison with Figure 4, 
the evolution is much smoother here, as a consequence of numerical integration, which drastically 
reduces the amplitudes of high frequency components. The integration acts as a low-pass filter. 

In Figure 7 two relationships between the vibrations amplitudes A1 and A2 are available (from 
Equations (1)  and  (2))  due  to  the  constructive  interference  in  anti-nodes  (A1 + A2 = 118  μm)  and  
destructive interference in nodes (A1-A2 = 52 μm), so A1 = 85 μm and A2 = 33 μm. For the time being A1 
does not necessarily refer to vibration amplitude generated by the main spindle or shaft 1. 

  
(a) (b) 

Figure  8.  (a) A  detail  concerning  the  evolution  of  velocity  (Figure  3)  overlaid  on  the numerical 
differentiation of the displacement depicted in Figure 7; and (b) a detail of area A of Figure 7 with Tc, 
the period of the resultant vibration. 

4.3. The Evolution of Frequency for Resultant Vibration in Beating Phenomenon 

An interesting item in the beating phenomenon is the evolution of frequency of the resultant 
vibration fc (also  known  as  combination  frequency  or  modulation  frequency,  fc = 1/Tc,  with  Tc 
highlighted in Figure 8b). In [39] this frequency is defined as the average of both frequencies (f1, f2) 
involved in the beating (Equation (6)). 
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A beating phenomenon was simulated using the sum of two harmonic vibrations displacements 
y1s(A1,f1) and y2s(A2,f2)—already described in Equations (1) and (2) with different values of amplitudes 
(A2 > A1) and frequencies f1 and f2, close to those from the experiment described in Figures 3 and 7 
(with f1 = 17.3856 Hz and f2 = 17.3959 Hz), for a duration equal to Tb (placed between two anti-nodes).  

For  six  different  values  of  amplitudes  (A1 increases  and A2 decreases),  the  evolution  of  the 
combination frequency fc and its average value was determined on the vibration beating simulated 
signal, as Figure 9 indicates, using a high accuracy measurement technique from a previous work 
[42]. Here each peak describes the value of frequency fc in vibration beating node. It is obvious that fc 

is not constant and, in contradiction with Equation (6) and [39], fc ≠ (f1 + f2)/2. Here, with A1 > A2 the 
average fc is very close to f2, with fc > f2. 

 
Figure  9.  The evolution  of  the instantaneous  combination  frequency  fc on the simulated  vibration  
beating during a beat period Tb (with A2 > A1 and f2 > f1). 

A similar simulation was done in the same conditions, now with A1 > A2, as Figure 10 indicates 
(here A1 decreases and A2 increases). Similar to the simulation given in Figure 9, it is obvious that fc 
is  not  constant  and  again, in  contradiction  with  Equation (6)  and  [39], fc ≠ (f1 + f2)/2.  The  average 
frequency fc is very close to f1, with fc < f1. 

 
Figure 10. The evolution of the instantaneous combination frequency on simulated vibration beating 
during a beat period (the same condition as in Figure 9, except for the amplitudes relationship: A1 > 
A2). 
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There are two conclusions here, in contradiction with the literature [39]: 

- The  combination  frequency fc is  not  constant  over  a  period  Tb (even  if  its  variation  is  not  
significant); 

- The average value of the combination frequency fc over a period Tb is practically the same as the 
frequency  of  the input  vibration  in  the beating  phenomenon  (y1s(A1,f1) or y2s(A2,f2)), whose 
amplitudes are higher (e.g., if A2 > A1 then the average fc ≈ f2). 

Some  supplementary  simulations  for  many  other  values  of  frequencies  f1 and f2 (and 
consequently Tb) completely confirm these conclusions. 

Figure  11  presents  the  evolution  of the instantaneous combination frequency fc during  the  
vibration beating phenomenon (displacement of headstock) experimentally described in Figure 7. 

Apparently, this is a very noisy evolution. The dominant component of the signal from Figure 7 
is the displacement of resultant vibration y1 + y2. The frequency measurement method [42] is based 
on detection of zero-crossing moments of this signal (a topic discussed later on). It is obvious that 
many other additional vibrations of the lathe headstock (some of them with high frequency) disturb 
the accuracy of the zero-crossing detections, as a main reason for the noisy evolution from Figure 11. 

The best information available in Figure 11 is the average value of the combination frequency fc 
(𝑓𝑓�̅�𝑐  = 17.3830 Hz, very close to the rotational frequency of the main spindle, f1 = 17.3856 Hz). Based on 
the previous conclusions from Figures 9 and 10  it  is  evident  that  the amplitude A1 of  unbalanced 
vibration generated by the main spindle (shaft 1) is higher than the amplitude A2 of shaft 2 (so A1 = 
85 μm and A2 = 33 μm, an item analysed before). As previously mentioned, the rotational frequency 
of shaft 2 is f2 = f1-fb = 17.3752 Hz or f2 = f1 + fb = 17.3959 Hz. 

Figure  12  presents a  low-pass  filtered  evolution  of  the  instantaneous  combination  frequency  
from Figure 11, (using a multiple moving average filter [43], as a well-known method to attenuate 
the signal noise). 

 
Figure 11. The evolution of the instantaneous combination frequency fc during the vibration beating 
phenomenon (displacement of headstock) described in Figure 7. 
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Figure 12. The evolution of the low pass filtered instantaneous combination frequency fc during the 
vibration beating phenomenon described in Figure 7 (a low pass filtering of Figure 11). 

Despite  a  relatively strong  irregular  variation  of  the  combination  frequency  fc (due  to  the  
variation of experimental conditions: e.g., the small variation of rotational speeds of shafts 1 and 2, 
caused mainly by the variation of frequency of the supplying voltages applied to the asynchronous 
driving  motor,  around  a  theoretical  value  of  50  Hz,  as  Figure  13  clearly indicates), the  previous  
simulations  and  conclusions  are  fully  experimentally  confirmed. Three  supplementary  identical  
experiments confirm the evolution presented in Figure 12. 

Firstly, in Figure 12 there are two negative peaks (for the two nodes in Figures 3 or 7; each node 
produces a negative peak on fc evolution, an item already discussed in the simulation from Figure 10) 
at a time interval very close to the beat period value Tb,  already defined in Figure 3 (96.73 s here,  
compared with 96.6 s in Figure 3). 

Secondly, as shown in Figure 14, a superposition of filtered frequency fc evolution from Figure 
12 (here in a conventional blue coloured description) over the experimental envelopes of vibration 
displacement in beating (the same as those depicted in Figure 7) indicates that the negative peaks of 
fc are placed, as expected, in nodes. 

 
Figure 13. Low-pass filtered rotational frequency evolution of the main spindle and supplying voltage 
frequency evolution of the driving motor. 
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Figure  14.  The  position  of  negative  peaks  on  the combination  frequency  (formally  represented)  
relative to the position of nodes on the vibration beating phenomenon. 

The small displacement to the right of the negative peaks of the filtered combination frequency 
evolution (as against the nodes on Figure 14) is not related to the numerical filtering. This is proved 
by the result of the simulation of Figure 14, as given in Figure 15 (with addition of pure harmonic 
signals y1s and y2s in vibration beating simulation). 

This periodic pattern of filtered combination frequency fc evolution experimentally revealed in 
Figures 12 and 14 (according to the simulations from Figures 10 and 15) is strongly attenuated if the 
amplitude A2 becomes significantly lower than A1 (and vice versa). 

An  important  question  is  in  order  here  due  to  a very  small  variation  of  filtered  frequencies  
revealed before (less than 50 mHz full scale evolution in Figures 9, 10, 12, 13 and 15): how accurate is 
this frequency measurement method [42]? 

 
Figure 15. The result of a numerical simulation for the evolutions described in Figure 14. 

In this measurement method (e.g., the measurement of the combination frequency fc of vibration 
displacement signal from Figure 7), the computer-aided detection of the time interval between each 
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two consecutive zero-crossing moments (tzcj and tzcj+1) of a periodical signal is used. This time interval 
defines a semi-period Tc/2 = tzcj+1-tzcjasTc/2 = 1/2fc, or a value fc = 1/Tc. When the result of multiplication 
of two successive displacements samples si and si-1 (having the sampling times ti and ti-1, with i > 1) is 
negative or zero (si·si-1 < 0 or si·si-1 = 0) a zero-crossing moment is detected (e.g., tzcj) and calculable as 
the abscissa of the intersection of a line segment defined by the points of coordinates (ti, si) and (ti-1,si-

1) on the t-axis (as x-axis in Figure 8b). The main reason for frequency measurement error εf ≠ 0 is a 
consequence of calculation errors for two successive zero-crossing moments εj ≠ 0 (for tzcj) and εj+1 ≠ 0 
(for tzcj+1). These εj and εj+1 errors are caused by the replacement of a harmonic evolution with a linear 
evolution  between  those  two  successive  displacement  samples  involved  in  each  zero-crossing 
moment definition.  With  ti-1-ti = Δt (Δt being the  sampling  interval)  the  error  εj = 0 only  in  three  
situations: (1) if si = 0 (the end of the line segment is placed on the t-axis, with tj = ti), (2) ifsi-1 = 0 (the 
start of line segment is placed on t-axis, with tj = ti-1) and (3) if -si = si-1 (the middle of the line segment 
is placed on t-axis,  with tj = ti-1 + Δt/2). A similar approach is available for the next two successive 
samples (si+h and si+h-1) involved in the definition of tzcj+1 moment and εj+1 error (with h as the integer 
part of the ratio Tc/Δt). If simultaneously εj and εj+1 = 0 then εf = 0. Any other definition of sampling 
times generates frequency measurement errors εf ≠ 0. 

A computer-aided calculus was performed for frequency measurement error εf of a harmonic 
simulated signal with frequency 17.383 Hz (the average value of the combination frequency fc) during 
a semi-period. Here 10,000 different values of sampling time t1 (between 0 and Δt, with Δt = 200μs, 
the same sampling interval as in Figures 3 and 7) and t2 = Δt-t1 (between Δt and 0) for the first two 
successive displacement samples involved in the calculus of the first zero-crossing moment tzc1 was 
used. Figure 16 describes the evolution of the frequency measurement error εf(t1). 

 
Figure 16. The evolution of the frequency measurement error εf (for a simulated harmonic signal with 
combination frequency fc = 17.383 Hz) versus the evolution of the first sampling time (t1 = 0÷Δt, or t1 = 

0÷ 200 μs) involved in the first zero-crossing time (tzc1) calculus. 

As Figure 16 clearly indicates, the frequency measurement error εf of the combination frequency 
fc is variable and placed between −0.000935 and +0.0014 mHz. The result of the measured frequency 
of the simulated signal is 17.383−0.935 𝜇𝜇𝜇𝜇𝜇𝜇

+1.4 𝜇𝜇𝜇𝜇𝜇𝜇  as a description of the accuracy measurement. Very similar 
limits  for the εf error  are  calculated  for  a  harmonic  signal  with  frequency f1. If  the  value  of  the 
frequency fc = 1/Tc used in simulation accomplishes the condition Tc = hΔt (with h being an integer), 
then εf = 0 for any value t1 = 0 ÷ Δt. 

4.4. The Influence of the Lathe Suspension Dynamics on Beating Vibrations Amplitude 

The  relative  high  vibration  displacement  amplitude  of  the headstock  during  the beating 
phenomenon (as shown in Figure 7) has an evident explanation: the vibration frequencies f1, f2 and fc 
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as well, are close to the first resonant frequency (vibration mode) of the headstock and lathe on its 
foundation (as a single body mass–spring–damper vibratory system). This means that the dynamic 
amplification factors Daf1 and Daf2, (involved in Equations (1) and (2)) are significantly higher than 1 
(because of resonant amplification). In order to prove that, the resources of a very simple experiment 
performed  with  the  same  experimental  setup  are  available:  the  evolution  of  headstock  vibration  
velocity after an impulse excitation produced with a rubber mallet (hammer) in the same direction 
with y1 and y2 vibrations (as Figure 17 describes). 

Here the blue curve partially depicts the free damped vibration velocity vfd (acquired with the 
geophone sensor); the red coloured one depicts the best fitting curve of a part of the free response 
(with 25,000 samples and 500 ns sampling time). The curve fitting [44] was done in Matlab, with an 
adequate computer program specially designed for this paper, based on a known theoretical model 
of free viscous damped vibration velocity response [45]: 

𝑣𝑣𝑎𝑎𝑓𝑓(𝑡𝑡)  =  𝑎𝑎 ∙ 𝑒𝑒−𝑏𝑏𝑏𝑏𝑐𝑐𝑠𝑠𝑛𝑛 (𝑝𝑝1𝑡𝑡 + 𝛼𝛼) 
(9) 

 
Figure  17.  Some  experimental  results  on  signal  processing  related  to  free  damped  vibration  of  
headstock after an impulse excitation (with a rubber mallet). 

The best fitting curve (in red in Figure 17) is described with a = 1.170·10−3 m/s, b = 5.899 s−1 (as 
damping constant), p1 = 117.952 rad/s (as angular frequency of damped harmonic vibration) and α = 
4.986 rad (as phase angle at the origin of time t0 on Figure 17). The angular natural frequency (𝑝𝑝 =
 �𝑝𝑝12 + 𝑛𝑛2  = 118.099 rad/s)  and  the  damping  constant  b are useful  in  the  definition  [45]  of  
dimensionless  dynamic  amplification  factor  Daf from  forced  vibrations  of  harmonic  excitation  (as  
happens during the beating phenomenon, assuming that the combination frequency is approximately 
constant): 

𝐷𝐷𝑎𝑎𝑎𝑎  =  
1

�[1 − �𝜔𝜔
𝑝𝑝
�
2

]2 + (2 𝜔𝜔
𝑝𝑝
∙ 𝑏𝑏
𝑝𝑝

)2
 

(10) 

Here ω = 2πf is the angular frequency of harmonic excitation on frequency f. Based on previous 
experimental  results  of  curve fitting (with b and p values in Equation (10)) Figure 18 presents the 
simulated evolution of Daf related to the frequency of excitation (1 ÷ 35 Hz range). Because of a low 
damping constant b, the system presents resonant amplification, with a maximum value Daf = 10.01 
on f = 18.749 Hz frequency. 

Based on the previous experimentally determined frequencies f1 and f2, with f = f1 = 17.3856 Hz 
gives the result Daf1 = 5.831 and with f = f2 = 17.3752 Hz (or f = f2 = 17.3959 Hz) the result is Daf2 = 5.803 
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(or Daf2 = 5.859). For f = 𝑓𝑓�̅�𝑐 = 17.383 Hz (Figure 12) the result is Dafc = 5.824 (the coordinates of point A 
on Figure 18). This means that, because of mechanical resonance, the vibration amplitude generated 
by the beating phenomenon of the headstock and the lathe on its foundation (already revealed in 
Figure 7) is amplified on average by 5.824 times. 

Besides the amplification of the vibration, the resonant behaviour also introduces a significant 
shift  of  phase  γ between  the  excitation  (unbalancing)  force  and  the vibration  displacement,  
theoretically described [45] as depending on ω (and excitation frequency f as well) with the equation: 

𝛾𝛾 =  𝑎𝑎𝑟𝑟𝑐𝑐𝑡𝑡𝑎𝑎𝑛𝑛 [
2 𝑏𝑏
𝑝𝑝
𝜔𝜔
𝑝𝑝

1 − �𝜔𝜔
𝑝𝑝
�
2] (11) 

With the b and p values previously determined, the values of shift of phase calculated for each 
frequency are: γ1 = 0.5691 rad for f = f1 = 17.3856Hz and γ2 = 0.5656 rad (or γ2 = 0.5725 rad) for f = f2 = 
17.3752 Hz (or f2 = 17.3959 Hz). For f = 𝑓𝑓�̅�𝑐 = 17.383 Hz the result is γc = 0.5682 rad. 

 
Figure  18.  The  evolution  of  the dynamic amplification factor Daf generated  by  the headstock 
foundation in the resonance area,  based on Equation (10) and experimental  free damped response 
analysis. 

The knowledge of both of these resonant characteristics (the value of the dynamic amplification 
factor Daf and especially the phase shift γ) is important for a next approach of the dynamic balancing 
of these two shafts placed inside the headstock. 

As a general  comment, we should mention that the resonance behaviour of this low damped 
vibratory system—as previously mentioned—is a consequence of the disponibility of this system to 
absorb modal mechanical energy. The system works as a narrow-band modal energy absorber [46]. 

5. Conclusions and Future Work 

Some specific features of  the beating vibration phenomenon discovered on a  headstock lathe 
have been revealed in this paper. 

An experimental description (with theoretical approaches based on simulations) of this beating 
vibration  phenomenon  with  very  low  beat  frequency (1/96.6  Hz)  was  performed.  The  beating  
phenomenon occurs due to the addition of vibrations produced by two unbalanced shafts, rotating 
with very close instantaneous angular speeds (rotating frequencies), with constructive interference 
in anti-nodes and destructive interference in nodes. 
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The absolute velocity signal of vibration beating (delivered by a vibration electro-dynamic 
sensor placed on the headstock) was converted into a displacement signal. For this purpose, a fully 
confirmed method of numerical integration (antiderivative calculus), with theoretical and 
experimental approaches was applied. This method is deduced from the approximation of the 
formula for the first derivative of displacement, as a backward finite difference [43]). An appropriate 
technique of correction of this numerical antiderivative calculus method was also introduced (mainly 
by removing the low frequency displacement signal component generated by numerical integration). 
Thus, an absolute velocity vibration sensor together with a numerical integration procedure plays 
the role of an absolute vibration displacement sensor. 

A consistent part of the research was focused on the resultant vibration displacement signal, 
mainly on the evolution of frequency (or the combination frequency fc) related to the nodes and anti-
nodes position. It was theoretically discovered (by simulation) and was experimentally proved that, 
in opposition to the literature reports, the combination frequency is not constant, and the definition 
of its average value is wrong. The evolution of the combination frequency has a specific periodic 
pattern (having the same frequency as the beat frequency) with small variation (tens of millihertz) 
and negative or positive peaks placed in beating nodes. The appearance of these peaks (negative or 
positive) depends on the relationship between amplitudes and frequencies of vibrations involved in 
the beating phenomenon. The small variation of frequency inside the pattern and the correlation 
between the frequencies of different experimental signals (the combination frequency fc, the rotation 
frequency f1 of the main spindle, and the supply voltage frequency of the driving motor) have been 
correctly described as a result of a high accuracy procedure of frequency measurement, developed in 
a previous work [42] and successfully applied here. It was proved on a simulated signal (having a 
frequency of 17.383 Hz, equal to the average value of the combination frequency in vibration beating 
phenomenon) that this procedure has less than ±1.5 μHz measurement error. 

The influence of the behaviour of the headstock and lathe foundation dynamics (as a rigid body 
placed on a spring–damper system) on the vibration induced by unbalanced rotors and the beating 
phenomenon was also investigated. Based on computer-aided analysis of free damped viscous 
response (by curve fitting), the characteristics of foundation dynamics were experimentally revealed 
(mainly the values of natural angular frequency and the damping constant). Considering these 
values, the dynamic amplification factors of vibrations (mainly of the resultant vibration) and phase 
shift between centrifugal forces (as excitation forces produced by unbalanced rotary shafts) and the 
vibrations generated by these forces were calculated. 

For each experiment, numerical simulation and signal processing procedures, several computer 
programs written in Matlab were successfully used. 

In the future, the theoretical and experimental approaches will be focused on the influence of 
dynamic unbalancing and vibration beating on the active and instantaneous electrical power 
absorbed by the driving motor of the headstock. There is a logical reasoning for these approaches: 
the headstock vibration motion (especially during the resonant amplification behaviour revealed in 
Figure 18) should be mechanically powered. Of course, the instantaneous and active mechanical 
power (difficult to measure) is delivered by the driving motor as an equivalent of instantaneous and 
active electric power absorbed from the electrical supply network (easier to measure). 

Several theoretical and experimental studies on computer-aided balancing of each rotary shaft 
inside the lathe headstock will be performed (using two absolute velocity sensors and an appropriate 
method of computer-assisted experimental balancing). A study on the vibration beating phenomenon 
produced by more than two unbalanced rotary bodies will be done. 
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Nomenclature 

A1, A2 The amplitudes of vibrations y1, y2 [m] 
ae-bt The envelope of free viscous damped vibration velocity response [m/s] 
b The damping constant [s−1] 
C The constant of velocity signal integration [m] 
Daf Theoretical dynamic amplification factors of vibrations [ ] 
Daf1, Daf2 Dynamic amplification factors of vibrations y1, y2 produced by shafts 1, 2 [ ] 
Dafc Dynamic amplification factor of resultant vibration y1 + y2 at average frequency fc [ ] 
dy1/dt, 
dy2/dt 

The derivative of vibration displacements y1, y2 (vibration velocities) [m/s] 

f The frequency of harmonic excitation of the lathe headstock [Hz] 
F1, F2 The horizontal projection of the rotary unbalance forces generated by shafts 1 and 2 [N] 
f1, f2 The frequency of vibrations y1, y2 [Hz] 
fb The beat frequency [Hz] 
fc The frequency of the resultant vibration y1 + y2, or combination frequency [Hz] 
IAS Instantaneous angular speed [rad/s] 
k The stiffness of headstock and lathe foundation [N/m] 
m1, m2 Unbalance mass on rotary shafts 1, 2 [Kg] 
n A natural number involved in the definition of the beat period Tb 
p The natural angular frequency [rad/s] 
p1 The angular frequency of damped harmonic vibration [rad/s] 

r1, r2 
The distance between the center of the unbalance mass and the rotation axis on shafts 1, 2 
[m] 

s The addition of vibration displacements s = y1 + y2 [m] 
si, si+1 Two successive displacement samples of vibration [m] 
si+h, si+h-1 Two successive displacement samples of vibration [m] 
t Time [s] 
t0 The origin of time for the theoretical model of free damped vibration velocity [s] 

tzcj, tzcj+1 
Two successive zero-crossing moments of the displacement vibration signal involved in 
frequency measurement [s] 

Δt Sampling interval for a numerically described signal [s] 
T1, T2 The periods of vibrations y1, y2 [s] 
Tb The beat period, with Tb = 1/fb [s] 
Tc The period of the resultant vibration y1 + y2, with Tc = 1/ fc [s] 
v The velocity of the resultant vibration in beating [m/s] 
vfd The vibration velocity of the headstock during a free damped response [m/s] 
vi A sample of the vibration velocity [m/s] 
y1, y2 The vibration displacement generated by shafts 1, 2 [m] 
y1s, y2s Simulated vibration displacement signals [m] 

α 
The phase angle at the origin of time t0 for a theoretical model of free damped vibration 
velocity [rad/s] 

εf The error in the frequency measurement [Hz] 
εj, εj+1 The calculus errors for two successive zero-crossing moments [s] 

γ 
The shift of phase between the excitation force and the vibration displacement in the free 
damped response [rad] 

θ1, θ2 The instantaneous value of the angle of centrifugal forces to the horizontal direction [rad] 
φ1, φ2 The values of θ1 and θ2 at the origin of time, t = 0 [rad] 
ω The angular frequency of harmonic excitation of the lathe headstock [rad/s] 
ω1, ω2 The instantaneous angular speed of the rotary shafts 1, 2 [rad/s] 
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Abstract: In this paper, the problem of the behaviour of soft jaws that can be used to replace the steel 

jaws of grippers is studied. One of the advantages of additive manufacturing is the printing of fully 

functional parts. Choice of material is often related to the part strength. The mechanical properties of 

3D printed parts should meet the service loading and, also, must be comparable with parts produced by 

traditional manufacturing techniques - machined parts or injection moulding. From the specialized 

literature information regarding the test results for effect of various printing parameters on part strength 

are available made in laboratory conditions and for standard test sample. For ABS materials various 

values for Young module are presented varying from 1.5 GPa to 2.15 GPa, for 100% infill rate and 

various modified parameters such as raster orientation. In order to study the behaviour of soft gripper 

jaws several part were printing and the resistance to bending was tested, by simulating the way a gripper 

works. An experimental stand was built using a force transducer and a displacement transducer to 

measure the deformation of the jaw, obtained by 3D printing, under load. The mechanical elastic 

hysteresis loop during an experimental loading/unloading was plotted and the amount of mechanical 

energy lost during a cycle, dissipated because the internal friction, was determined. Finite element 

analysis method was applied to make a comparison with the experimental results. In the finite element 

analysis, several simulations were considered, varying Young's modulus for the tested material 

 
Keywords: gripper jaws, 3D printing, Experimental tests 

 
 

1. Introduction   
Grippers are used for orientation-positioning and tightening of the object / part during handling, 

processing, control and assembly. To ensure the fulfilment of the functions presented, the materials used 
in the construction of devices and grippers are usually alloy steel. The requirements of grippers are 
similar to those of clamping fixtures, namely: precise orientation and positioning according to machining 
requirements, rigidity depending on the size of the workpiece and machining forces, reliability, low 
maintenance, standardized components, high productivity, costs low [1]. To ensure the performance of 
the functions presented, the materials used in the construction of devices and grippers are usually alloy 
steel with an HRC hardness of up to 55-60 HRC for the clamping components. 

There are also cases where "flexible" jaws / soft jaws are needed to reduce the deformation of 
workpieces, especially for thin-walled thin parts when clamping. Soft jaws are one of the simplest 
methods of customized workholding and can be machined to the negative shape of the workpiece. 

Soft jaws can be manufactured by Additive Manufacturing (AM) methods by benefiting from the 
maximization of the flexibility offered by this method of manufacturing parts [2]. Additive 
Manufacturing (AM) is defined by the American Society for Testing and Materials as "the process of 
joining materials to make objects from 3D model data, usually layer by layer" [3, 4].  
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One of the advantages of AM is the printing of fully functional parts. Choice of material is often 
related to the part strength. The mechanical properties of 3D printed parts should meet the service 
loading and, also, must be comparable with parts produced by traditional manufacturing techniques - 
machined parts, for metal 3D printing or injection moulding thermoplastic [5, 6]. Most metal AM 
processes create parts with poor surface finish, usually no more than 15 μm Rz and very often 
considerably reduced. Machine finishing is necessary as a post-process [5]. Thermoplastic 3D printing 
can achieve good quality surfaces [7].  

From the specialized literature information regarding the test results for effect of various printing 
parameters such as: layer thickness, raster angle, build orientations, fill pattern, printing directions, infill 
rates and infill patterns air gap and model build temperature, made in laboratory conditions, for standard 
test sample on part strength are available [5, 6, 8-11]. 

Dudescu tested the influence of the raster orientation and of the infill pattern and the results indicate 
a Young’s modulus corresponding to the parts with infill percentage from 982 MPa at 20% to 1503 MPa 
at 100%, for ABS. The influence of the raster orientation for test parts with 100% infill rate have a 
constant value around 1500 MPa [6]. 

From experimental research Ahmed determined the flexural strength for ABS test sample and 
obtained 31.50 MPa Ultimate Flexural Stress at a loading of 58 daN and a Deflection at Ultimate Load 
of 5.96 mm [11]. 

Wu determine experimentally that the value for the elastic limit for ABS obtained was 22.9 MPa and 
the tensile strength for ABS was 27.1 MPa. The tensile properties of 3D-printed ABS test samples were 
lower than test samples obtained by injection-moulding by 26.2% for the elastic limit and by 26.8% for 
the tensile strength. The bending strength of ABS determined was 48.6 MPa. The 3D-printed ABS  test 
samples had bending strength and bending modulus reduced by up to 8.2% and 20.8%, respectively, 
compared with those obtained by injection-moulding [8]. 

 
2. Materials and methods  

In order to analyze the behaviour of the 3D printed gripper jaws, based on the presented previous 
research, jaw from a De-sta-co gripper model De-sta-co 84A3-3300AAAA was 3D printed, Figure 1. 

Based on the versatility of the printing process the jaw was designed to clamp a can of soft drink. 
 

Figure 1. a. View of the 3D printed gripper jaw, b. De-sta-co gripper, c. view of the clamped soda can 
 
In the experiments ABS plus P-430-Acrylonitrile-Butadiene-Styrene production-grade thermoplastic 

was used to 3D print the gripper soft jaws. The mechanical properties of the ABS plus P-430 
thermoplastic are presented in Table 1, [12]. 
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Table 1. Main Mechanical Properties for ABS 
plus P-430 thermoplastic [12] 

Mechanical Properties Value 

Tensile Strength, Yield 26 MPa 
Tensile Modulus 2,180 MPa 

Tensile Elongation at Break 2% 
Flexural Strength 48 MPa 
Flexural Modulus 1,760 MPa 

Rockwell Hardness 109.5 HRC 
 
The pre-processing of the STL model was realized in the 3D printer Insight command software for 

selecting the appropriate printing parameters. A view of the tool paths used for 3D printing is presented 
in Figure 2. 

The printer used is Stratasys Fortus 250 mc, that uses Fused Deposition Modelling (FDM) 
technology to build parts from the bottom up with precisely deposited layers of modelling and support 
material, with the following features: ABS plus P-430 – production-grade thermoplastic and soluble 
support material, build envelope - 254 x 254 x 305 mm, three layer thicknesses 0.178, 0.254 and 0.330 
mm. 

 
Figure 2. View of the tool paths used for 3D printing 

 
Printing parameters were selected according to the recommendation from specialty literature and 

considering the machine maximum possibilities: 1. parts slicing (on z axis): 0.254mm; 2.visible surface 
raster: 0.3556 mm; 3. internal raster: 0.3556 mm; 4. raster angle: 0; 5.part raster width: 0.3556, 6 part 
interior style solid. 

After printing the jaws in accordance with the printing parameters mentioned above, the jaws were 
mounted in a test stand that simulated the loading of one in the gripper. 

The acting force is measured with the force transducer and simulates the effect of the clamped part. 
The elastic deformation was measured by using and displacement transducer. 

The measuring equipment presented in Figure 3 consists of: force transducer S9 5kN produced by 
Hottinger Baldwin Messtechnik; inductive displacement transducer type Wl/10mm -10 mm stroke, 
produced by Hottinger Baldwin Messtechnik; Spider 8 multi-channel electronic PC measurement unit 
produced by Hottinger Baldwin Messtechnik; computer. 
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Figure 3. Test stand 

 
3.Results and discussions 

Figure 4 shows the hysteresis behaviour (force F versus deformation d evolution) during three 
successive cycles of gripper jaw loading/unloading, with three consecutive elastic mechanical hysteresis 
loops characterized by relative high deformations. 

 

 
Figure 4. The description of mechanical hysteresis 

loops for the 3D printed gripper jaw 
 
It is obvious that there are big similarities between these loops (shape and size). The analysis of each 

hysteresis loop produces some interesting results. 
Figure 5 shows the first mechanical elastic hysteresis loop during an experimental loading/unloading 

cycle with a force range: 0÷52 N and a deformation range: 0÷7.12 mm.  
First important experimental information available here is the area of hysteresis loop (0.02285N·m). 

This area is exactly the amount of mechanical energy - El lost during a cycle, dissipated because the 
internal friction (El=0.02285N·m). The input mechanical energy - Ei during the loading process used for 
deformation (calculated as the area between the red curve and horizontal line - hl on Figure 5, 
Ei=0.197795 N·m) is bigger than the output mechanical energy - Eo delivered by the gripper jaw during 
unloading process (calculated as the area between the blue curve and horizontal line hl on Figure 5, 
Eo=0.174941N·m). The difference between these two energies is evidently the lost mechanical energy 
El as El=Ei-Eo. Both areas (energies) were calculated here by numerical integration. 
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The energy El can be a cumulative characterization of the behaviour of material and the gripper jaw 
shape during a loading/unloading cycle. We propose two more appropriate characterizations: 

-The ratio between the energy El and the variation of force (the amount of mechanical energy lost per 
unit of force, Elf=4.455·10-4Nm/N), with meter as measurement unit. 

The ratio between the energy El and the variation of deformation (the amount of mechanical energy 
lost per unit of deformation, Eld=3.2207Nm/m), with Newton as measurement unit. 

Thus Elf does not depend by applied force and Eld does not depend by deformation. 
 

          

 
 
Second important experimental information on Figure 5 is the average bending stiffness of the 

gripper jaw (depending by material type, material structure, shape and loading) as the slope of the line 
which produces the best approximation (by computer assisted linear curve fitting, or by least square 
regression as well) of the evolution of force versus deformation, during loading process. 

It is interesting that the loading cycle can be easily approximated with two lines by curve fitting (as 
Figures 5 and 6 indicate). First line, from linear fit 1 (for a loading range 0÷12N) is defined (with the 
slope-intercept formula F=k1d+F01 of fitting line) by:  

 
F=10032.7·d+0.406                                   (1) 

 
Second line, from linear fit 2 (for loading bigger than 12N) is defined (with the slope-intercept 

formula F=k2d+F02) by: 
 

Figure 5.  The description of 
first mechanical hysteresis loop 

(Elf=4.455·10-4Nm/N, 

Eld=3.2207Nm/m, k1=10032.7 

N/m, k2=6734.5 N/m) 
 

Figure 6.A zoom-in detail on 
Figure 2 (in the area of fitting 

line intersection) 
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F=6734.5·d+4.281                                    (2) 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Figure 7. The residual plot of loading curve from Figure 2 
related to fitting line 2 (±0.25 N) 

 
This means that -with a good approximation- the gripper jaw has two value of stiffness: k1=10032.7 

N/m (for a loading smaller than 12 N) and k2=6734.5 N/m for a loading bigger than 12 N. The intercept 
of first linear fit (the intersection of first fitting line with y-axis) is the remnant force F01=0.406 N. The 
intercept of second linear fit (the intersection of second fitting line with y-axis) is the remnant force 
F02=4.281 N. 

It is also interesting to underline the value of the ratio Eld/Eld=7229.56N/m: it has the same 
measurement unit as the stiffness and is relative close by k2value. 

 

     
 

       Figure 8.  The description of    
        secondmechanical hysteresis loop   

       (Elf=4.161·10-4Nm/N, Eld=3.0250Nm/m,  

      k1=9771.3 N/m, k2=6793.0 N/m) 

          Figure 9.Theresidual plot of loading                  
             curve from Figure 5 related to  
                           fitting line 2 
 

 
It is obvious that the evolution of loading related to linear fit 2 on Figure 5, and the residual plot of 

loading curve from Figure 7 too (here the reference line depicts the line from linear fit 2) proves a good 
linearity (with the variation of residual force of ±0.25 N). 
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An analysis of the other two hysteresis loops from Figure 4 produces similar results. Figure 8 
describes the second hysteresis loop and fitting lines, Figure 9 describes the residual plot of Figure 8.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 10. The description of third 

mechanical hysteresis loop (Elf=4.277·10-

4Nm/N, Eld=3.1105Nm/m, k1=9398.8 N/m, 

k2=6774.9N/m) 

            Figure 11. The residual plot of       
             loading curve from Figure 7         

          related to fitting line 2 
 

 

Figure 10 describes the second hysteresis loop and fitting lines, Figure 11 describes the residual plot 
of Figure 10. 

The main experimental results for each mechanical hysteresis loop are described in Table 2. 
 

Table 2. Main experimental results for each mechanical hysteresis loop 
Loop # k1 

[N/m] 

k2 

[N/m] 

El 

[N·m] 

Elf 

[m] 

Eld 

[N] 

Eld/Elf 

[N/m] 

r=(Eld/Elf)/ k2 

[ ] 

#1 10032.7 6734.5 0.02285 4.455·10-4 3.2207 7229.56 1.0735 
#2 9771.3 6793.0 0.02149 4.161·10-4 3.0250 7269.01 1.0700 
#3 9398.8 6774.9 0.02153 4.277·10-4 3.1105 7297.41 1.0732 

Average 9734.2 6767.4  4.297·10-4 3.1187 7265.32 1.0722 

 
There are two important observations in Table 2:  
-There are relative small variations of the stiffness k2. The average value of bending stiffness 

k2(6767.4 N/m) should be considered as the best option in gripper jaw behaviour characterization. 
-There are also relative small variations of the ratio Eld/Elf. As it proved in the last column from Table 

2, this ratio seems to be strictly related by the bending stiffness k2 (here with average value of the 
dimensionless ratio r=(Eld/Elf)/k2=1.0722). The value of the ratio Eld/Elf (having the same unit of 
measurement as bending stiffness k2) seems to be a type of stiffness involved in gripper jaw 
characterization(or any other mechanical part tested in the same way). A future approach will be focused 
on this topic. Also the signification of the ratio r will be privileged in a future research. 

In order to characterize the behaviour of the 3D printed gripper jaws a finite element analysis was 
performed, considering the experimental input force values of 52N and the experimental used measuring 
scheme. 

The definition of ABSplus-P430 material, used by the Stratsys 250 mc printer, in the ANSYS 
software, a generic acrylonitrile butadiene styrene (ABS) material, from the information database, was 
selected and the values for ABSplus-P430 were introduced, the main difference was the values of Young 
module 2200 MPa [12], and flexural modulus is 1.6 GPa.  

The loading scheme is presented in Figure 12. The areas represented in blue represent Fixed Support 
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(or recess), and the force of 52 N. was applied at the top of the part in the direction given by the blue 
arrow (according to the experiment).  

Figure 13 presents the Equivalent Stress (Von Mises) distribution for a modulus of 1.5 GPa. 
 

 
Figure 12.  FEA loading and support 

 
Figure 13. Equivalent Stress (Von Mises) distribution 

 
From the current research the printing parameters have a large impact on the mechanical properties 

of the 3D printed parts. From the current research the mechanical properties of the 3D printed parts are 
usually lower by 15-26% from the manufacturer datasheet specification of the material [6, 9, 10, 11]. 
According to Stratasys the 3D printed prototype has up to 80% of the strength of injection moulded ABS 
material [12]. 

Considering the current research on the mechanical properties of the materials FDM, several finite 
element analysis were done by varying Young modulus in accordance with the experimental results 
presented in the literature - 1.5 GPa ,1.57 GPa, 1.6 GPa, 1.7 GPa, 1.8 GPa, 2 GPa, 2.15 GPa. 

Figure 14 presents FEA displacement results in the measuring area. 
 

 
Figure 14. FEA displacement results in the measuring area for a modulus of 1.8 GPa 
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The FEA results for 52N load and variation of Young module are presented in Figure 15. The FEA 
value that is the closest to the experimental values is corresponding to a Young modulus of 1.8 GPa, 
resulting a deformation of 7.11 mm. 

 
Figure 15. Evolution of deformations (stiffness) for the gripper jaw, 

considering different Young module, for 0.052 kN load 
 

4. Conclusions  
The paper presents the measured values for displacement of 3D printed gripper jaws – soft jaws, 

considering normal working conditions of type of parts. In the performed experiment a modified jaw, in 
order to clamp a soda can, was 3D printed with 100% infill, from a De-sta-co gripper model De-sta-co 
84A3-3300AAAA. 

Several loading – unloading cycles were made and the stiffness value was determined. An analysis 
of the hysteresis loops indicate that loading cycle can be easily approximated with two lines by curve 
fitting and two values of the stiffness can be calculated, thus proving a nonlinear behaviour of the 3D 
printed jaws. The area of the hysteresis cycle between the loading curve and the unloading curve 
represents the mechanical work not recovered from the system.  

A finite element analysis was performed considering the experimental loading and support conditions 
and the Young modulus was varies considering the values proposed in the literature between 1.5 GPa to 
2.15 GPa. The values for displacement that are closer to the experimental values are corresponding to a 
value of 1.8 GPa for Young modulus, value that is 18 % lower that Young modulus for a part obtained 
by injection moulding. 

Printing parameters can be selected in order to maximize the mechanical properties of the parts, but 
when working with complex parts the distribution of loads and stress varies during the work process.  
For complex parts FEA is a fast and reliable method for determining the strain and stress but in order to 
safely design and simulate the behaviour of 3D printed parts, lower values for Young modulus must be 
considered. From the specialized literature and perform experiments, Young modulus for 3D printed 
parts when designing a complex parts with complex working conditions, should be 20 - 25% lower that 
the injection moulding. 
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Abstract: Designing an industrial robot gripper suitable for today’s industry is a challenging task due
to the rapid evolution of products. Industrial robots are involved in machining, the transfer of parts,
control and assembly, and the number of tasks performed by robots are increasing. Robots need to
have the capability to adapt to new jobs consisting of new parts and new trajectories, and in most
cases the preferred end effectors are grippers. In turn, grippers need to be flexible enough in order to
cope with these changes. For this research, the authors propose a new gripper design which is capable
of handling a large variety of parts with different sizes and shapes. In this research, an electrically
actuated four-jaw gripper, with the capability of parallel movement of its jaws, is presented that
also has the capability to fold the clamping jaws two by two and become a two-jaw gripper. Since
the design is most suitable for additive manufacturing techniques, different additive techniques are
analyzed for the manufacturing of the gripper. In the second part of the paper, different setups of
the 3D printers are considered, such as infill percentage, raster angle and layer height. The main
material on focus is a PET with grinded carbon-fiber reinforcement, but different materials are used
for a better comparison of the rigidity of the system. This comparison is also presented in this article.
The analysis of the material and 3D printing parameters are tested with Standard D638-14 probes
used in a traction testing machine. After performing the traction test, the results are compared with
FEA analysis. An optimal solution based on the experimental tests is proposed for the manufacture
of the proposed gripper design.

Keywords: gripper; additive techniques; carbon-fiber material; industrial robot gripper; finite
element analysis; traction testing

1. Introduction

Due to fast progress in technology, the manufacturing process in all domains is be-
coming more and more automated. With the increased requirements for productivity
and recent developments in cobots’ ease of programming, industrial robots and cobots
are becoming a reality in many manufacturing fields. Regardless of the job they have to
perform, all robots require an end effector in order to accomplish their purpose. These
end effectors are used in various applications, such as welding, cutting, spray-painting,
pick-and-place operation, inspection, assembly, 3D printing, and so on. This paper only
covers the grasping/ clamping systems, also known as grippers. All of these grippers need
to handle a huge variety of objects with different shapes, dimensions and weights.

Prehension mechanisms are complex mechatronic structures used by industrial robots
to perform clamping operations of parts in order to handle, transfer or assemble parts
within a robotic technological process [1], and are situated at the end of the robotic arm, as
shown in Figure 1.
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Figure 1. Main parts of an industrial robot.

The ability to grip and manipulate a variety of objects has been the main point in the
advancement of robots [2–5].

Considering the large number of requirements, diverse workpieces, and the desire for
a well-adapted and reliable gripping mechanism, various grippers have been developed
and applied in many automatic applications. Prehension mechanisms can be divided into
different categories according to different classification criteria. These criteria refer to the
type of actuation, grip modes, number of jaws/fingers, etc. [6,7].

Another challenge in gripping designs is the inertia forces due to the high-speed
movement of the robot arm [8–10]. These inertial forces affect power consumption and
make the system harder to stop on precise points. To decrease these effects, the gripper
system needs to be compact or to use different materials to lower the weight [11,12].

One of the most easily available methods to reduce weight is to change the material
used for gripper construction. For this purpose, in this research a composite material
was used and tested for the construction of the newly developed gripper. To ease the
manufacturing process, additive technology was used.

There are different 3D-printing technologies, such as Stereolithography (SLA), Selec-
tive Laser Sintering (SLS), PolyJet, Digital Light Process (DLP), Multi Jet Fusion (MJF),
Fused Deposition Modeling (FDM), Direct Metal Laser Sintering (DMLS), Electron Beam
Melting (EBM), and so on, that can print with a large variety of materials [13].

The base principle of the 3D printing/additive technologies remains the same in all
printing methods, namely, construction of the part layer by layer. This technology is more
and more widely used for the manufacturing of unique parts and even the series production
of parts in many production fields such as agriculture, automotive, aerospace, medicine,
etc. [14–16].

2. Materials and Methods
2.1. New Robot Gripper Solution

In this paper, a new gripper design is proposed by the authors, the design being based
on a proprietary patent application. The main advantage of the new proposed design
is the high level of configurability, with the gripper being able to grab/clamp, hold and
manipulate a large variety of parts with different sizes and shapes, from the interior or
from the exterior. The 3D model of this design is shown in Figure 2.There is a very large
number of constructive solutions. This is due to the complex shapes of the parts to be
handled. Starting from finding a technical solution, we tried to capture several solutions
in one. This was the basis for finding this solution. The gripping system was electrically
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actuated and was based on a four-jaw/finger parallel open-close action, which ensures a
larger area of contact between the parts and system.
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What is different about this gripper is its ability to transform from a four-finger
mechanism into a two-finger one by introducing a secondary electric motor for the folding
operation of the jaws, as shown in Figure 3.

The operating principle of the mechanism is presented in Figure 4, which show the
two electric motors that are inside the system. The main motor (labelled with 1 in Figure 4)
is used for opening/unclamping and closing/clamping of the jaw fingers, ensuring the
grasping of the parts. A detailed view of the principle is presented in Figure 5,which
is a section view of the system. The movement of the fingers is ensured by a pinion-
rack mechanism.
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Figure 5. Section view of the mechanism.

The second electric motor (labelled with 2 in Figure 4) allows the conversion from a
four-finger to a two-finger grip, and vice versa. This motor displaces a rod that contains a
gear segment, which engages with a gear segment mounted on the lower part of the jaw
and can directly actuate the jaw.

The maximum dimension of apart that can be handled is 150 mm for the current
gripper design. Overall dimensions of the gripper are 250 mm width by 250 mm length
when open and in a 4-finger configuration (or 110 × 250 in a 2-finger configuration); and
300 mm height when the fingers are closed or 255 mm when open.

2.2. The 3D-Printing Methods

To obtain the physical model additive manufacturing was used, or 3D printing more
specifically. The one used for this research was FDM. An FDM 3D printer works by
depositing molten filament material over a build platform layer by layer until the parts are
completed. FDM uses digital design files that are loaded onto the machine and translates
them into physical dimensions. Materials for FDM include polymers such as ABS, PLA,
PETG and PEI, which the machine feeds as wires through a heated nozzle [16]. The
principle of the printing head of this type of 3D printing is presented in Figure 6.



Machines 2023, 11, 621 5 of 21Machines 2023, 11, x FOR PEER REVIEW 5  of  22  
 

 

 
Figure 6. The working principle of the print head using the FDM method. 

2.3. Carbon Fiber Materials 
In addition to the materials  listed above,  the 3D printers can use special  materials  

such as composite materials. The material used for testing is a PET CF15, a polyethylene 
terephthalate reinforced with 15% carbon fiber [17]. 

There  are  studies  for  the  printability  of  the  composite  materials  using  additive  
manufacturing [18–21]. 

The main categories of fiber-reinforced composites are: 
- Composites  with  a  polymer  matrix:  Usually  thermoset  (epoxy,  polyester  or  polyi-

mide) or thermoplastic resins reinforced with carbon, glass, boron or aramid fibers 
(Kevlar), with ceramic monocrystals (or more recently with metal fibers). They are 
used especially in applications where the working temperatures are relatively low 
(for thermoplastics manufactured by injection, they can reach a maximum temper-
ature of 400 °C) [22]. 

- Composites with a metal matrix: Most frequently based on aluminum, magnesium, 
titanium or copper alloys, in which carbon (graphite), boron or ceramic (alumina or 
silicon  carbide)  fibers  are  introduced.  The  working  temperature  (often  at  most  
800 °C) is limited by the melting or softening point level that characterizes the matrix 
material. The disadvantage is the high specific weight, leading to an increase in the 
massiveness of the final assembly [22]. 

- Composites  with  a  ceramic  matrix:  Developed  for  applications  with  very  high  
working temperatures (over 1000 °C); the most used basic materials are silicon car-
bide (SiC), alumina (Al2O3) and glass, and the most used reinforcing fibers are also of 
a ceramic nature (usually in the form of discontinuous, very short fibers) [22]. 

- “Carbon-carbon” composites: They are composed of carbon or graphite matrices and 
reinforced with fibers or fabrics of graphite fibers;  they are very expensive, but also 
superior to other materials due to their resistance to high temperatures (up to 3000 °C), 
along  with  their  low  density  and  low  coefficient  of  thermal  expansion.  The  most  
common fiber-reinforced composites are carbon fiber, glass fiber and Kevlar [22]. 
Another more general classification of composite materials is based on the simulta-

neous use of two criteria: the geometrical particularities of the complementary material 
and its orientation in the matrix [23]. 

Analyzing Figure 7, the material used in this paper is Composite material  Rein-
forcement type  Fiber-reinforcement  Short  Random. 

Figure 6. The working principle of the print head using the FDM method.

2.3. Carbon Fiber Materials

In addition to the materials listed above, the 3D printers can use special materials
such as composite materials. The material used for testing is a PET CF15, a polyethylene
terephthalate reinforced with 15% carbon fiber [17].

There are studies for the printability of the composite materials using additive manu-
facturing [18–21].

The main categories of fiber-reinforced composites are:

- Composites with a polymer matrix: Usually thermoset (epoxy, polyester or poly-
imide) or thermoplastic resins reinforced with carbon, glass, boron or aramid fibers
(Kevlar), with ceramic monocrystals (or more recently with metal fibers). They are
used especially in applications where the working temperatures are relatively low (for
thermoplastics manufactured by injection, they can reach a maximum temperature of
400 ◦C) [22].

- Composites with a metal matrix: Most frequently based on aluminum, magnesium,
titanium or copper alloys, in which carbon (graphite), boron or ceramic (alumina or
silicon carbide) fibers are introduced. The working temperature (often at most 800 ◦C)
is limited by the melting or softening point level that characterizes the matrix material.
The disadvantage is the high specific weight, leading to an increase in the massiveness
of the final assembly [22].

- Composites with a ceramic matrix: Developed for applications with very high working
temperatures (over 1000 ◦C); the most used basic materials are silicon carbide (SiC),
alumina (Al2O3) and glass, and the most used reinforcing fibers are also of a ceramic
nature (usually in the form of discontinuous, very short fibers) [22].

- “Carbon-carbon” composites: They are composed of carbon or graphite matrices and
reinforced with fibers or fabrics of graphite fibers; they are very expensive, but also
superior to other materials due to their resistance to high temperatures (up to 3000 ◦C),
along with their low density and low coefficient of thermal expansion. The most
common fiber-reinforced composites are carbon fiber, glass fiber and Kevlar [22].

Another more general classification of composite materials is based on the simultane-
ous use of two criteria: the geometrical particularities of the complementary material and
its orientation in the matrix [23].

Analyzing Figure 7, the material used in this paper is Composite material→ Rein-
forcement type→ Fiber-reinforcement→ Short→ Random.
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2.4. Testing Probes

For testing, 3D-printed tensile test specimens were made from different materials
(Figure 8).
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Figure 8. Types of specimens and their dimensions used in own experiments according to standard.

The tensile specimens/tests were made using standard D638-14 [24]. Several types
and sizes of specimens are shown in Figure 8. It should be noted that type IV samples
were used for this work. The dimensions indicated on the drawing are indicated by letters
because the dimensions may vary from one type of specimen to another depending on the
thickness of the specimen. The dimensions corresponding to the letters in the figure can be
found in standard [24] and the thicknesses of the samples are indicated in the first row of
the table.

Knowing the specimen dimensions, the next step is to provide the 3D printer with
some parameters. Three types of parameters were considered, each with 2 values:

- Infill percentage:

� 60% (Figure 9);
� 100% (Figure 10);

- Layer thickness:

� 0.17 mm (Figure 11);
� 0.33 mm (Figure 12);

- Raster angle:

� 45◦ (Figure 13);
� 90◦ (Figure 14).
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Figure 11. A 45◦ raster angle 3D-printed specimen.
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Figure 12. A 90◦ raster angle 3D-printed specimen.
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Figure 13. A 0.17 mm layer thickness 3D-printed specimen.
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Figure 14. A 0.33 mm layer thickness 3D-printed specimen.

Using these parameters, a factorial experiment was performed which had 2 levels and
3 factors, more specifically 23, totaling 8 possible combinations as shown in Table 1.
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Table 1. Combinations of printing parameters.

Run Infill Percentage (%) Layer Thickness (mm) Raster Angle (◦)

1 60 0.33 90
2 60 0.17 45
3 100 0.33 45
4 60 0.33 45
5 100 0.17 90
6 100 0.17 45
7 100 0.33 90
8 60 0.17 90

For a more conclusive result, three copies were made for each of these eight types of
specimens. Therefore, a total of 24 specimens were printed with carbon fiber reinforce-
ment PETG.

Furthermore, for a comparison with classic 3D printing material, PLA and ABS P430
materials with exactly the same printing properties were used, resulting a total of 72 speci-
mens to test.

These are the parameters that we tested, but there are numerous articles that combine
different printing parameters or technologies with various types of materials to optimize
the strength of the parts [25–29].

For testing the specimen, a traction testing machine (Lloyd Instruments LRX Plus)
was used to determine the force-displacement curve. In order for the test to meet the test
standard, the distance between the two grippers of the traction device was set to 65 mm
and the test speed was 5 mm/min at room temperature.

The machine was connected to a computer which used Nexigen Plus software v 3.0 to
collect and process the results.

The setup for the specimen-traction machine-computer is presented in Figure 15: the
3D-printed test specimen (1) is clamped between the testing machine jaws (2) (the lower
one is fixed and the upper one pulls up at a constant speed); also indicated are the machine
(3) and the monitor (4) where the results are shown in the form of graphs. Figure 16 shows
a print screen image from one of the specimen test.
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3. Results
3.1. Results of the Specimen Testing

All 72 specimens were tested and the force-displacement curves were extracted. Know-
ing the force acting on the samples and their dimensions, with the help of Relation 1, stress
(σ), expressed in MPa, can be determined. Additionally, with the help of Relation 2 and
the displacements made by the traction machine, strain (ε) can be determined for each
specimen, expressed in mm/mm.

σ = F/A (1)

ε = ∆L/L (2)

Figure 17 shows the average results after specimen tests from the PET CF material. For
example: 1PET CF is an average stress–strain curve of all three copies of specimens with
the same print parameters (60% infill, 0.33 mm layer thickness and 90◦ raster angle). The
numbers (from 1 to 8) represent the type of printing parameters which correspond with the
column “Run” from Table 1.
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Table 2 presents the printing parameters for the PET CF test probe and the experimental
results regarding Yield points (elastic limits).

Table 2. Yield points for PET CF materials.

Run Infill Percentage
(%)

Layer Thickness
(mm) Raster Angle (◦) Yield (MPa)

1 60 0.33 90 36.99
2 60 0.17 45 39.40
3 100 0.33 45 43.04
4 60 0.33 45 37.09
5 100 0.17 90 59.45
6 100 0.17 45 50.75
7 100 0.33 90 49.41
8 60 0.17 90 42.18

Figure 18 shows the average stress–strain curves of the average results for the PLA
material. The numbering is the same as the material above.
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Table 3 presents the printing parameters for the PLA test probe and the experimental
results regarding Yield points (elastic limits).

Table 3. Yield points for PLA materials.

Run Infill Percentage
(%)

Layer Thickness
(mm) Raster Angle (◦) Yield (MPa)

1 60 0.33 90 32.46
2 60 0.17 45 33.41
3 100 0.33 45 49.48
4 60 0.33 45 29.72
5 100 0.17 90 46.33
6 100 0.17 45 49.99
7 100 0.33 90 46.65
8 60 0.17 90 33.32

Figure 19 shows the average stress–strain curves of the average results for the ABS
material. The numbering is also the same as the material above.
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Figure 19. The averages of the 8 types of parameters for the ABS material.

Table 4 presents the printing parameters for the ABS test probe and the experimental
results regarding Yield points (elastic limits).

Table 4. Yield points for ABS material.

Run Infill
Percentage (%)

Layer
Thickness (mm) Raster Angle (◦) Yield (MPa)

1 60 0.33 90 32.46
2 60 0.17 45 33.41
3 100 0.33 45 49.48
4 60 0.33 45 29.72
5 100 0.17 90 46.33
6 100 0.17 45 49.99
7 100 0.33 90 46.65
8 60 0.17 90 33.32

In Figure 20 the differences between “the best” stress–strain curves for each material
(PET CF, PLA, ABS) are presented.
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It can be observed that the material with carbon fiber reinforcement is slightly more
rigid, with a higher yield point and also a higher breaking point than the other two.

The regression equations to determine the yield point of materials are shown below
(Equation (3) for PET, Equation (4) for PLA and Equation (5) for ABS):

Yield CF = 24.50 + 0.2937 × Infill percentage − 39.5 × Layers thickness + 0.0986 × Raster angle (3)

Yield PLA = 11.69 + 0.3971 × Infill percentage − 7.41 × Layers thickness − 0.0213 × Raster angle (4)

Yield ABS = 9.61 + 0.1584 × Infill percentage + 20.7 × Layers thickness − 0.0186 × Raster angle (5)

Regression equations are used to describe the relationship between the response and
the terms in the model. The regression equation is an algebraic representation of the
regression line [30].

Table 5 points out how well the model fits our data.

Table 5. Results on model accuracy for the experimental data.

Material S R-sq R-sq (adj) R-sq (pred)

PET 2.98968 91.70% 85.48% 66.81%
PLA 1.93605 97.14% 95.00% 88.56%
ABS 3.24945 71.04% 49.32% 0.00%

S is used to assess how well the model describes the response. S is measured in the
units of the response variable and represents how far the data values fall from the fitted
values. The lower the value of S, the better the model describes the response [30].

R-sq is the percentage of variation in the response that is explained by the model.
The higher the R2 value, the better the model fits the data. R2 is always between 0% and
100% [30].
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R-sq (pred) is used to determine how well the model predicts the response for new
observations [30].

Figure 21 shows a Pareto diagram for the PET with carbon-fiber reinforcement, where
the influence of each 3D printing parameter used (infill percentage, layers thickness and
raster angle) can be observed. From this diagram, it can be concluded that the infill
percentage has the greatest influence on probe test.
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Figure 21. Pareto diagram for PET CF material yield.

Figure 22 shows the main effects for the PET CF material, where the same 3D printing
parameters were also introduced. The line connecting the means is interpreted as follows:

• When the line is horizontal (parallel to the x-axis), there is no main effect present. The
mean response is the same across all factor levels.

• When the line is not horizontal, there is a main effect present. The mean response is
not the same across all factor levels. The steeper the slope of the line, the larger the
magnitude of the average effect.
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Figure 23 shows the interaction diagram. This diagram is used to show how the
relationship between a categorical factor and a continuous response depends on the value
of the second categorical factor. This graph shows the means for the levels of one factor
on the x-axis and a separate line for each level of another factor. To understand how the
interactions affect the relationship between the factors and the response, the lines should
be evaluated as follows:

• Parallel lines—no interaction takes place;
• Non-parallel lines—an interaction occurs. The more non-parallel the lines, the stronger

the interaction.
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3.2. Finite Element Analysis Calibration of the Specimens

For material curve definition for finite element analysis programs, such as Ansys, the
obtained curves were processed to be able to define the material as correctly as possible.
Thus, the three material curves, the most resistant from a mechanical point of view, were
defined, one for each individual material, as specified in Figure 20.

A random material with random properties from all 24 was chosen to be studied and
analyzed using finite element analysis. Furthermore, the ABS material with a 100% infill
percentage, 0.17 mm layers thickness and 90◦ raster angle was considered (5ABS). The
stress–strain curve was processed to obtain a curve that is suitable for the finite element
analysis software, initially for the 5ABS material and then for all three types of materials.
The stress–strain curve for 5ABS is shown in Figure 24.

To verify the mechanical properties of the defined materials, finite element analysis
simulations were performed on the specimens.

The first step was to define the geometry of the specimen. This used the same standard-
ized geometry used to 3D-print them (presented in Figure 9). Figure 25 shows a screenshot
of the geometry.
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The model is meshed in small elements, with a total of around 9200 nods and around
42,000 elements as is shown in Figure 26.
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After meshing the geometry, the mechanical conditions were defined, such as embed-
ding the model in a part (the blue part in Figure 27) that mimics the clamping between the
fixed jaws of the testing machine and establishing an x-axis displacement in the opposite
end of the model (the yellow part in Figure 27), which imitates the movement of the upper
gripper of the test machine.
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It should be noted that the distance between the two conditions (or the distance
between the blue-colored part and the yellow-colored part) was 65 mm, according to
the standard.

Figure 28 shows the result of the simulation (stress–strain curve) compared to the
previously defined material curve (Figure 24).
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It can be seen that the two overlap, which means that the simulation conforms to the
actual specimen test.

The material 5ABS (with a 100% infill percentage, 0.17 mm layers thickness and
90◦ raster angle were considered) was randomly chosen. For further investigations, this
material with the same printing parameters was used to 3D-print one finger of the proposed
gripper solution and a finite element analysis was performed with the data obtained in the
testing probe (the finger was subjected to mechanical tests).

In Figure 29 (left) is the 5ABS 3D-printed finger, and on the right is the finite element
analysis with NON-validated results for the moment (only generic material was used).

If the results from the finite element analysis on the entire finger with the same material
definition as the probe above were similar to the real test on the 3D-printed finger, further
investigations with other types of material and 3D-printing parameters were made.
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4. Discussion

For this research work, a new four-jaw gripper constructive solution was designed,
which fulfils the current requirements of the market of flexible manufacturing systems,
using a 3D-printing process and composite plastic materials, from the most common ones
(such as PLA and ABS), to a more special material with carbon-fiber inserts.

The fact that the current trend of gripper mechanisms is aimed towards finding a
constructive solution that can perform multiple tasks, such as grabbing/manipulating
parts of different shapes and sizes either for sorting or assembling the components of an
assembly, has led to our attempt to find a constructive solution of our own in this research.

3D printing is becoming an increasingly widespread manufacturing process, and the
research directions are aimed toward increasing precision and productivity. The types or
processes of 3D printing are constantly evolving. Even if some are similar, each printing
process has advantages and disadvantages and specific application fields, covering the
printing of simple plastic parts on inexpensive 3D printers to the complex metal printing
of parts in extremely complex and expensive machines. Obviously, depending on the
complexity of the 3D printer and the precision when materializing the parts, the cost of
purchasing such a printer or producing the parts is directly proportional to this.

In order to test and accurately rank the 3D-printing materials for intended applications,
test parts were printed on different printers according to the D638-14 test standard for
geometry of the specimens. The test machine used in own experiments was setup to the
standard requirements.

Using physical tests of a tensile-compression testing machine, it was possible to deter-
mine material stress–strain curves, which, through transformation calculations, extracted
the data needed to define the materials in the finite element analysis software. After defin-
ing them, it was possible to perform FEA simulations where the forces, respectively, the
internal stresses, were validated in relation to the deformation of the samples.

From a cost perspective, the price ratio is the most favorable for the PLA material;
however, this material, unlike PET-CF with carbon fiber inserts, is very susceptible to
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moisture and ultraviolet light, thus losing its original properties over time. Even if the
cost is much higher for the material with carbon-fiber inserts, it does not pose moisture
problems or other disadvantages that PLA presents, and maintains its mechanical properties
for a long time. Overall, the most mechanically resistant material is PET with carbon-
fiber reinforcement.

5. Conclusions

3Dprinting is a powerful manufacturing process that has the maximum flexibility
in terms of the printed parts; almost every geometry designed can be obtained, with
good mechanical properties, or good enough for the intended purpose. Considering that
grippers are low-volume parts, 3D printing is a very good alternative to the conventional
manufactured grippers that are usually CNC-machined and assembled. By using an FEA
simulation, small enhancements can be made to the gripper prototype in order to achieve
stronger parts or cheaper parts with the same rigidity. In this case, testing of the new
parts can be performed in a matter of hours. Additionally, replacement parts for grippers
can be printed in a short time, shorter than when completing an order for a conventional
parts supplier.

Following the tests carried out, the elastic limit (yield) for carbon-fiber-reinforced PET
material was around 19% higher than for the PLA material and 84% higher than for the
ABS. Overall, raster angle had a low impact on strength with only 2% (90 degrees was better
than a 45-degree angle), and the layer thickness had a slightly bigger impact with 7.2%
(0.17 was better than 0.33 mm). The most important factor for the strength of the testing
specimens was the infill percentage, which was 42.1% (100% was better than 60% infill).

FEA simulations allow the testing of complex parts in various situations, but without
proper knowledge of the material properties, the results have only indicative values. By
using physical tests with the tensile-compression testing machine, the real material stress–
strain curves were determined for different test samples made form PLA, ABS P430, and
PET-CF. Considering the ability of 3D printing to create parts with different properties
derived from the printing parameters, the most relevant parameters were selected and used
in our own experiments. For each selected parameter, namely infill percentage (%), layer
thickness (mm), and raster angle (◦), three relevant values were selected that could also be
materialized on the available printers. Test parts were printed respecting D638-14standard
geometry. All 72 specimens were tested and the force-displacement curves were extracted in
order to obtain base information for the FEA simulation. FEA can be a powerful instrument
in the simulation and validation of various constructive solutions for grippers, in this case.
FEA and 3D printing can lead to a shorter time to make a prototype; moreover, 3D printing
can be a standalone manufacturing process, albeit in low batches, where grippers are found
in terms of production volume. The selection of relevant materials and the durability of the
parts manufactured by 3D printing will be a continuous research subject. Currently, with
the reduction in the lifespan of products and the increased capabilities of the manufacturing
process in machinery manufacturing, 3D-printed parts can be considered satisfactory in
terms of durability, which applies to the designed gripper as well.

The experimental data indicate similar behavior for the stress–strain curves of the PET
and PLA materials. A better result would be in favor of the PET material. The presented
tabular values for the experimental data can be used to fine-tune the FEA simulation in
order to improve the accurate description of the behavior of a material.

For further research, we propose to test other composite materials and also more
printing parameters to determine their influences on the rigidity of the parts.

Additionally, we will look to reduce the dimensions of the gripper body by replac-
ing the current electric motors with ones of a smaller size but with the same or even
greater power.

A different research direction would be to apply all of these material properties on a
full-scale gripper mechanism, test it, measure it, and try to simulate those behaviors using
finite element analysis software.
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6. Patents
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Featured Application: This paper proposes a method of monitoring the condition of three-phase
asynchronous induction motors running with no load based on computer analysis of the instanta-
neous active electrical power.

Abstract: This paper experimentally reveals some of the resources offered by the instantaneous active
electric power in describing the state of three-phase AC induction asynchronous electric motors
(with a squirrel-cage rotor) operating under no-load conditions. A mechanical power is required to
rotate the rotor with no load, and this mechanical power is satisfactorily reflected in the constant and
variable part of instantaneous active electric power. The variable part of this electrical power should
necessarily have a periodic component with the same period as the period of rotation of the rotor.
This paper proposes a procedure for extracting this periodic component description (as a pattern
by means of a selective averaging of instantaneous active electrical power) and analysis. The time
origin of this pattern is defined by the time of a selected first passage through the origin of an angular
marker placed on the rotor, detectable by a proximity sensor (e.g., a laser sensor). The usefulness
of the pattern in describing the state of the motor rotor has been demonstrated by several simple
experiments, which show that a slight change in the no-load running conditions of the motor (e.g.,
by placing a dynamically unbalanced mass on the rotor) has clear effects in changing the shape of
the pattern.

Keywords: AC induction motor rotor; condition monitoring; instantaneous active electrical power;
signal processing; pattern recognition

1. Introduction

The three-phase AC induction asynchronous induction motors (with a squirrel-cage
rotor) are currently widely used for driving mechanical systems, mainly due to their
simplicity and reliability. Firstly, monitoring the condition of these motors with no load
(idling) and detecting possible failure situations that could lead to a catastrophe is a major
topic of scientific research. Secondly, understanding the behaviour of these motors allows
their design and operation to be optimised.

The signals taken into account when monitoring the condition of motors are among
the most diverse. The valuable motor output signals provided by the motor and suitable for
condition monitoring are acquired by means of appropriate sensors placed on the motor or
on its rotor (most frequently vibration sensors [1–12], temperature sensors [2–6,10,13–18],
instantaneous rotation speed sensors [6,9,14,16,18–21], acoustic sensors [5,8,11,12,14] and
rarely magnetic field and flux sensors [20,22,23] or stray-flux sensors [6,24]).

Appl. Sci. 2024, 14, 6124. https://doi.org/10.3390/app14146124 https://www.mdpi.com/journal/applsci

https://doi.org/10.3390/app14146124
https://doi.org/10.3390/app14146124
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/applsci
https://www.mdpi.com
https://orcid.org/0000-0002-9027-1167
https://doi.org/10.3390/app14146124
https://www.mdpi.com/journal/applsci
https://www.mdpi.com/article/10.3390/app14146124?type=check_update%26version=1


Appl. Sci. 2024, 14, 6124 2 of 30

The valuable motor input signals are often acquired from the electrical supply system
using appropriate instantaneous voltage and current sensors. The most commonly used
input signal in motor condition monitoring is the description of the absorbed current (e.g.,
by Motor Current Signature Analysis, MCSA [8,9,13,14]), which has been widely used in
scientific research [2,4,6–9,11,12,14,15,17,18,20,24–35]. The use of voltage sensors is indirect
and rarely used on its own, e.g., in unbalancing detection of an AC power supply and
overvoltage detection [26], detection of broken bars in stator [13], to prevent phase loss [36]
or to describe voltage waveform anomalies [2]). Otherwise, voltage sensors are almost
always combined with the use of current sensors to provide other useful information and
signals for monitoring, such as the description of the absorbed instantaneous electrical
power or active electrical power [13,19,25,34], as the subject of our previous research [21],
the detection of the phase or phase shift of the instantaneous current [30,33,37], or the
description of the power factor variation over time [6,13,17].

It is important to note that there is a strong correlation between the input signals
(related to the absorbed electrical power and its components) and the output signals (gen-
erally describing mechanical phenomena), especially in the case of periodic phenomena,
conditioned, of course, by the dynamics of the rotor rotating through the rotating magnetic
field generated by the stator. The motor acts as an energy (power) transformer from electri-
cal to mechanical form. Many normal and abnormal variable mechanical phenomena (e.g.,
related to bearing condition [1,2,10,11], rotor mechanical imbalance/eccentricity [10,28])
during motor operation (especially with no load) should be reflected (with an amplitude
and the phase at the origin of time depending on the frequency) in the evolution of the
current, the power factor and especially the instantaneous (and/or active) electrical power.
The motor acts as a mechanical load sensor. The use of signals describing the variation over
time of the electrical inputs in the motor offers a major advantage: simplicity of installation
and use of the sensors (simple current and voltage transformers), sometimes with the
possibility to use wireless data transmission [10,17,26].

There are many processing techniques available for condition monitoring of AC
induction motors, most of which are used to extract useful information from variable
(mainly periodic) signals. For continuous periodic signals (vibrations, variable part of
instantaneous angular speed, currents and, rarely, instantaneous electrical power [34]), the
conversion from the time domain to the frequency domain using the Fast Fourier Trans-
form spectrum is widely used [2,6,8,9,17,21,34] to describe the sinusoidal components
within (average amplitudes and frequencies). More commonly, the wavelet transform is
used to detect and describe short (transient) sequences (based on local spectral information)
of components within these signals [2,8,9,13,14,17,18,20,26–28,37–39]. Actually, the use
of artificial intelligence techniques (e.g., based on neural networks [2,5,11,13,18,26,38,40],
support vector machines [2,13], machine learning algorithms [3,5,8,10,14,29,36], deep
learning algorithms [11]) or the use of IoT [16,38] for early detection [1,4,10,14,15,41],
possibly online [8,9,17], of motors states that may develop abnormally has become increas-
ingly attractive.

Table 1 briefly summarises the previously discussed topic of bibliographic references
from the current state of scientific research in motor condition monitoring.

There is a general opinion in the scientific literature that analysing the variation over
time of the instantaneous current absorbed by a phase of an asynchronous three-phase
induction motor (particularly with a squirrel-cage rotor) is one of the best ways of mon-
itoring its condition. For incomprehensible reasons (with a few exceptions, e.g., [25,34]),
many scientists ignore the fact that there is an electrical input parameter that helps to
describe the behaviour of this electric motor running with no load better, more accurately
and more completely than the instantaneous current: the instantaneous electrical power
(IEP). This IEP is defined as the product of the instantaneous voltage (IV) and the instan-
taneous current (IC); both (in the case of this motor running with no load) are periodic
evolutions whose fundamentals are sinusoidal, time-shifted or phase-shifted. The IEP
defines the instantaneous active electrical power (IAEP) absorbed by the motor (partially
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converted into mechanical power required to turn the rotor), and the IAEP defines the
active electrical energy absorbed by the motor (partially converted into mechanical energy).
All the variable electrical and (especially) mechanical phenomena involved in the no-load
operation of a three-phase AC induction motor should be mandatory and reflected in the
variation over time of the IAEP. If the mechanical load on the rotor increases (e.g., due to
a fault of its condition), the amplitude of the fundamental of the IC increases and—very
importantly—the phase shift decreases; consequently (by cumulative effect), the IAEP also
increases and vice versa. This cumulative effect explains why IEP (and also IAEP) is more
suitable than IC for motor condition monitoring. Furthermore, IC alone cannot describe,
for example, an operating situation with a negative IAEP flow. This situation occurs when
the rotor of this motor is externally mechanically forced to rotate at a speed higher than
the synchronous speed or during electrical braking periods. The motor acts as a generator,
providing IAEP and active electrical energy.

Table 1. A brief summary of the subject of bibliographical references on the condition monitoring
of motors.

Sensors

Output sensors

Vibration [1–12]

Temperature [2–6,10,13–18]

Instantaneous rotation speed
Acoustic

[6,9,14,16,18–21]
[5,8,11,12,14]

Magnetic field [20,22,23]

Stray flux [6,24]

Input
sensors

Instantaneous current [2,4,6–9,11,12,14,15,17,18,20,24–35]

Instantaneous voltage [2,13,26,36]

Instantaneous (active) electrical power [13,19,21,25,34]

Phase shift (power factor) [6,13,17,30,33,37]

Processing techniques and methods
for monitoring

Fast Fourier Transform [2,6,8,9,17,21,34]

Wavelet transform [2,8,9,13,14,17,18,20,26–28,37–39]

Neural networks [2,5,11,13,18,26,38,40]

Machine learning [3,5,8,10,14,29,36]

Support vector machine [2,13]

Deep learning [11]

Vienna monitoring method [41]

Early detection [1,4,10,14,15,41]

Online [8,9,17]

IoT [16,38]

Detectable failures

Bearing condition [1–5,7–14,17,22,25,26,32,34,38,39]

Rotor mechanical imbalance/eccentricity [4,6,9,10,13–15,17,20,22,28,37,39]

Broken bars in squirrel-cage rotor [2,4,7–9,12,14,15,17,22–24,26,30,32,37,39,40]

Stator winding faults [5,8,13,14,17,22,27,32,37,39,40]

Magnetic asymmetries in stator/rotor [2,22,23]

Current imbalance [3,8,9,14,22,28,37]

Phase loss [9,36]

When we talk about describing variable mechanical phenomena through the evolution
of IEP or IAEP, we must take into account the dynamic aspects (mainly damping and phase-
shifting effects) due to the fact that the rotor (with mechanical inertia [19] and developing
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dry and viscous friction) is driven in rotation by a rotating magnetic field (with torsional
elasticity) generated (electromagnetically) by the stator.

The purpose of this paper is to present some experimental results on IAEP analysis,
which are useful in condition monitoring of three-phase AC asynchronous induction motors
(with a squirrel-cage rotor) running with no load. It is shown experimentally that in the
variation of the variable part of the IAEP over time (numerically described with a high
sampling rate), there is a periodic pattern (with the same period as the period of rotation of
the rotor) that can be used to describe the state of the rotor (or motor as well). Some results
related to the recognition and the analyses of this pattern (the repeatability, the synthetic
and analytical description, the influence of different factors on the shape of the pattern, etc.)
are presented.

This paper is organised as follows: Section 2 presents the materials and methods,
Section 3 presents the experimental results, and Section 4 is reserved for discussions.

2. Materials and Methods
2.1. Experimental Setup

There is a very simple way to obtain the information needed to find the IEP absorbed
by a three-phase AC induction asynchronous motor with squirrel-cage rotor, which is
based on the considerations shown in Figure 1 (describing a setup partially used previously
in [42] and similar to [25,34]).
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Figure 1. A conceptual description of the experimental setup.

It is reasonable to assume that the three-phase network (with theoretically pure sinu-
soidal voltages, 50 Hz frequency) is electrically balanced and that the IEP passing through
the motor on each phase (A, B and C) is the same (one-third of the total IEP). The total
IEP absorbed by the motor can be determined as three times the instantaneous power on a
single phase (A, in Figure 1).

The primary winding of an instantaneous current transformer (ICT, labelled with 1 in
Figure 2, which shows a partial photo of the setup) is supplied by phase A. It is reasonable
to suppose that this transformer (acting as a current sensor) provides an IC description of
the current (i(t) that passes through phase A) on the secondary winding (as a proportional
voltage uCT(t)), which is delivered through the channel 1 (Ch1) of a PCB USB oscilloscope
PicoScope 4824A (2 in Figure 2 [43]) to a personal computer (PC, 3 in Figure 2). The
primary winding of an instantaneous voltage transformer (IVT, 4 in Figure 2) is placed
between phase A and the null wire (neutral line) N. This transformer (acting as a voltage
sensor) provides the IV description of the voltage (u(t), between phase A and neutral wire)
on the secondary winding (as a proportional voltage uVT(t)), which is delivered through
the channel 2 (Ch2) of the oscilloscope to PC. The PC also receives a signal uSL(t) from a
laser position sensor ILD 2000-20 (1 in Figure 3) through the third channel (Ch3) of the
oscilloscope. This signal is used to accurately describe the moment in time when an angular
marker (2 in Figure 3) passes through the angular rotation origin (line 3 of the incident laser



Appl. Sci. 2024, 14, 6124 5 of 30

beam, Figure 3) during its rotation. This angular marker is placed on a jaw coupling hub
4. In Figure 3, a permanent magnet (5) is also placed on this jaw coupling hub. In some
experiments, it is used to create a temporary mechanical dynamic imbalance of the rotor.
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Figure 3. A view of the jaw coupling hub placed on the motor rotor.

Two different theoretical synchronous speeds (750 or 1500 rpm obtained with 2 or
4 pairs of poles at 50 Hz frequency) are available for this motor, with nominal active
electrical powers of 2.2 KW or 1.1 KW.

Figure 4 shows a view with the three signals acquired simultaneously during no-
load operation at the theoretical synchronous speed of 1500 rpm: 1—a description uVT(t)
involved in IV (u(t)) description as u(t) = kVT·uVT(t); 2—a description uCT(t) involved in IC
(i(t)) description as i(t) = kCT·uCT(t); and 3—the voltage uSL(t) delivered by laser sensor.

As expected, the IC description is delayed compared to the IV description; there is a
negative phase shift between the fundamentals of IV and IC (the stator winding acts as an
inductive consumer). It is obvious that IV and especially IC are not pure sine waves, partly
because of the power supply network but mainly because of the behaviour (condition)
of the motor running. Each passing of the angular mark placed on the rotor through
the angular origin produces a strong negative peak on uSL(t) signal (e.g., A or B); the
time interval between two successive peaks corresponds to the period of a full rotation of
the rotor.
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In this work, the processing of the data and the signals was carried out using MATLAB.

2.2. The Description of the Instantaneous Electrical Power

The IEP absorbed by the motor on phase A (pA) is defined as pA(t) = u(t)·i(t) =
kVT·uVT(t)·kCT·uCT(t), while the entire absorbed IEP (p) is three times bigger: p(t) = 3pA(t) =
3·kVT·kCT·uVT(t)·uCT(t). In this setup, the constant part is 3·kVT·kCT = 2573.76 W/V2.

The use of IEP analysis to describe the state of the electric motor faces a serious obstacle:
it contains a high-amplitude (dominant) sinusoidal component with a frequency of 100 Hz
and many harmonics (as shown in [34]). Since the IV is not perfectly sinusoidal, the IEP also
contains a sinusoidal component with a frequency of 50 Hz and some harmonics. This can
be seen in Figure 5, which shows part of the FFT spectrum (in purple) of the IEP during 20 s
of no-load motor operation at a theoretical synchronous speed of 1500 rpm (with ∆t = 10 µs
as sampling time).
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Here, A depicts the fundamental sinusoidal component at 50 Hz frequency, with
some relevant harmonics (Ai, at i·50 Hz frequency), and B is that (huge) fundamental
sinusoidal component at 100 Hz (previously mentioned), with some harmonics (Bi, at
i·100 Hz frequency).
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2.3. A Description of the Instantaneous Active Electrical Power

These sinusoidal components that were mentioned earlier (also partially revealed
in [34]) are not involved in the description of motor condition and (for the purpose of
motor monitoring) should be eliminated from IEP (e.g., ideally by using a notch filter with
multiple narrow stop bands centred on the frequency of these components). Removing
these sinusoidal components from the IEP gives the instantaneous active electrical power
(IAEP). The IAEP is mainly related to the active mechanical power used to rotate the motor
rotor (here in no-load operation).

The following is a proposal for a method to obtain a description of the IAEP (as
IAEPf) through the filtering of the IEP. If we consider (as is undertaken in PC calculus) that
the total IEP p(t) is approximated by numerical samples, with the sth sample written as
p[s·∆t] = 3·kVT·kCT·uVT[s·∆t]·uCT[s·∆t], with sampling time ∆t (with s = ⌊t/∆t⌋), a simple
way to eliminate all these unwanted components is to use a numerical backwards-moving
average filter (BMAF) with a suitable number h of samples in the average. An output
sample Pf[s·∆t] from BMAF (as an IAEPf sample as well) is defined as

Pf [s·∆t] =
1
h

h−1

∑
j=0

ps[(s − j)·∆t] with s ≥ h (1)

The number h should be determined in relation to the period (TIV = 50−1 s = 0.02 s) of
fundamental component A (TIV being the period of IV), as h = ⌊TIV/∆t⌋. The IEP with the
FFT spectrum partially described in Figure 5 has the sampling time ∆t = 10 µs, so h = 2000.
In Figure 5, the transmissibility curve of a BMAF under these conditions is shown in red.
Since it is superimposed on the FFT spectrum of IEP, it is clear that the transmissibility
(Tr(f)) is zero exactly at the frequencies of the unwanted sinusoidal components, which
are certainly removed by this averaging (with BMAF acting as multiple narrow stop band
filter). Unfortunately, for many other frequencies (mainly related to the state of the motor),
BMAF also acts as a strong attenuator. However, by multiplying the local (peak) FFT
amplitude by the inverse of the transmissibility (1/Tr(f), at the frequency of attenuated
component), their real amplitude can be found. An important advantage of this IAEPf
definition is that it maintains the same sampling time ∆t as the IEP.

In classical acceptance [44], the instantaneous active electrical power (IAEPc) is calcu-
lated as the average value of the IEP over a period of IV. The gth sample Pc[g·TIV] of IAEPc
is calculated as the average of the h IEP samples during the time span of the gth period of
IV as

Pc[g·TIV ] = Pc[g·h·∆t] =
1
h

g·h

∑
s=(g−1)·h+1

ps[s·∆t] (2)

The sampling time of IAEPc is TIV, which is h times higher than IEAPf (as TIV = h·∆t).
In other words, the sampling rate (1/TIV) of the IAEPc is h times smaller than the sampling
time (1/∆t) of the IAEPf, which is a big disadvantage.

In Figure 6, curve 1 represents a short sequence of IAEPf (as a result of IEP filtering
using Equation (1)), curve 2 represents a short sequence of IAEPc (as a result of IEP
averaging using Equation (2)), while a short sequence of IEP is represented by curve 3.

Because the amplitude of the dominant component A1 in IEP is large (1164 W, Figure 5),
IEP appears here as a series of parallel lines. The graphical representations of the powers are
made by a series of successive line segments bounded at the ends by two points, with each
point corresponding to a sample. A high description rate (as for IAEPf) means segments of
small length and vice versa (as for IAEPc). It is obvious that IAEPf is much more suitable
for motor condition monitoring than IAEPc due to its higher sampling rate.
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2.4. A Method of Determining a Pattern in IAEPf Variation over Time Useful in Motor
Condition Characterisation

There are two very simple ways of using IAEPf to monitor the condition of a three-
phase AC induction asynchronous motor: 1, based on the variation of IAEPf over time at
the start (more precisely, calculation of the active electrical energy absorbed during the
start phase, ESP), and 2, based on the determination of the average IAEPf value running
with no load (as constant part of IAEPf, or CAEPf).

There is also a third, more interesting approach. The mechanical power required to
rotate the rotor of the motor with no load has a constant part (firmly reflected in CAEPf)
and a variable part (also reflected in IAEPf), VIAEPf. The constant and variable parts of the
IAEPf (CAEPf and VIAEPf) associated with the rotation of the rotor are absorbed by the
motor from the electrical supply and converted partially into mechanical power, which is
used to rotate the rotor with no load. Obviously, this VIEPf is a sum of variable components,
some of which are periodic. One of these components is expected to have a period equal to
the period of rotation of the motor rotor. The time evolution of this periodic component
reflects all the electrical and mechanical phenomena associated with the rotation of the rotor.
One period of this component can be considered a pattern (PCRRf, periodic component on
rotor rotation), useful (by its shape and size) for monitoring and diagnosing the state of
the motor.

Assuming that there are no electrical phenomena associated with the rotation of the
rotor, the peak-to-peak amplitude of this PCRRf should be zero if the rotor is in perfect
mechanical condition (in terms of bearings, dynamic mechanical balance, vibration, etc.).
Otherwise, this amplitude of the PCRRf is not zero, and the pattern shape and size can be
an important indicator of the mechanical condition of the motor (from the point of view of
its rotor rotation). A method for determining and synthetically describing the PCRRf (as
pattern recognition) is proposed below.

The synthetic description of the pattern of a periodic phenomenon (in particular
the PCRRf) within a periodic signal (in particular the IAEPf), with the period of this
phenomenon Tp and n samples per period (where n is defined as n =

⌊
Tp/∆t

⌋
), is obtained

by a special type of filtering by averaging of several selected samples (as FASS) of the
variable part of the IAEPf (as VIAEPf, obtained by removing CAEPf from IAEPf, with
samples represented as Pfv[s·∆t]). A sample PpTp[k·∆t] (with k = 1 ÷ n) of PCRRf is obtained
by arithmetic averaging of m uniformly selected samples of VIAEPf or as the average of
these VIAEPf samples: Pfv [k·∆t], Pfv[(n + k) ·∆t], Pfv [(2·n + k)·∆t], Pfv [(3·n + k)·∆t], . . .. . .,
Pf v{[(m − 1)·n + k]·∆t}. There are n unselected VIAEPf samples between each of the two
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successive samples selected for FASS. In other words, if VIAEPf has at least m·n samples, a
sample PpTp[k·∆t] of PCRRf is mathematically calculated by FASS as

PpTp[k·∆t] =
1
m

m

∑
i=1

Pf v{[(i − 1)·n + k]·∆t} with k = 1 ÷ n (3)

The samples PpTp[k·∆t] of any pattern of a periodic phenomenon within the IAEPf (in
particular, the PCRRf) depend rigorously on the values of the period Tp and the sampling
time ∆t and are calculated on the basis of the number n (with n =

⌊
Tp/∆t

⌋
) and the optional

value of m (in a first approach, the bigger, the better), according to Equation (3). The
proposed FASS acts as a frequency-selective pass filter since it eliminates all the variable
components of the VIAEPf that are not harmonically correlated with the fundamental
frequency (1/Tp) of the periodic phenomenon being analysed. Obviously, the pattern of a
variable periodic phenomenon within the VIAEPf can only be correctly extracted if (at least)
its fundamental frequency is constant. For practical reasons, it is appropriate to calculate
the samples of PCRRf using FASS according to Equation (3), where k = 1 corresponds to
the moment when an angular marker on the rotor (e.g., the marker 2 from Figure 3) is
passed through the origin (line 3 of the incident laser beam, the same Figure 3). Thus,
by graphically superimposing the PCRRf patterns at different times or under different
conditions of motor running with no load, similarities and possible differences can be seen.
Also, in this way, a PCRRf can be described and studied not in terms of time but in terms of
the angular position of the rotor (the pattern is described graphically with IAEPf on the
y-axis and the angular position φpTp[k·∆t] of the rotor related by the angular origin on the
x-axis, with φpTp[k·∆t] = 2π·k·∆t/Tp).

The effectiveness of this FASS procedure can be demonstrated experimentally using a
simulated VIAEPf signal. Let us suppose, for example, that this simulated signal can be
described as the sum of 2000 sinusoidal components, having frequencies uniformly dis-
tributed between 0 and 1000 Hz, with the same amplitude (1W) and uniformly distributed
phases at the origin of time. A sample of this simulated signal is generically described
as follows:

Pf v[s·∆t] =
2000

∑
j=0

sin(2·π· j
2
·s·∆t +

j
2
) (4)

The variation of this simulated VIAEPFf signal over time (with ∆t = 10 µs and
s = 1 ÷ 2,000,000) is shown in Figure 7. A detail from area A is shown in the top right
of figure.
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The samples of a pattern of a periodic component (from simulated VIAEPf) with the
fundamental frequency of 33.5 Hz (and harmonics at 2·33.5 Hz, 3·33.5 Hz, . . . 29·33.5Hz)
can be found using the FASS method shown in Equation (3), with Tp = 1/33.5 s, n = 2985
and m = 600 (an optional value). Figure 8 shows this pattern (in blue). Overlaid is the
simulated pattern (in red), with a generic sample described with

Pf vsp[s·∆t] =
29

∑
l=0

sin[33.5·l·(2·π·s·∆t + 1)] with s = 1 ÷ n (5)
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Figure 8. The pattern of a periodic component (with 33.5 Hz as the fundamental frequency) within
the simulated VIAEPf signal found by FASS (in blue) superimposed on the simulated pattern (in red,
Equation (5)).

As a result of substitution, j/2 = 33.5·l in Equation (4). There appears to be a very good
fit between the two patterns (simulated in Equation (5) and found by FASS of the signal
generated with Equation (4)). As expected, due to the numerical description of VIAEPf,
the overlap is not perfect (as shown in detail B, zoomed in at the top left of Figure 8). The
bottom left area of this figure shows the variation over time of the difference between the
simulated pattern (Equation (5)) and the pattern found by FASS (Equation (3)) of simulated
VIAEPf (Equation (4)). This difference is not zero (at any moment in time), mainly because
of the phase shift between the two patterns.

This convincing result leads to the conclusion that the FASS method can also be
successfully used to determine the shape of any available periodic pattern within a variable
signal (in particular, the PCRRf) within a real VIAEPf absorbed by a motor running with
no load.

In order to apply the FASS (from Equation (3)), it is necessary to solve two essen-
tial requirements:

- The exact determination of the value of Tp, and n, with n =
⌊

Tp/∆t
⌋
. Of course, Tp is

the period of a complete rotation of the rotor;
- The exact determination of a moment of time when the angular mark placed on the ro-

tating rotor (2 in Figure 3) passes through the angular origin (when k = 1). This moment
of time should preferably be chosen at the very beginning of the VIAEPf signal.

Both requirements can be met using the periodic signal uSL(t) generated by the laser
sensor (1 in Figure 3) as the rotor rotates, described numerically as uSL[s·∆t]. Figure 9
shows a short sequence of this signal, suitably filtered with a BMAF.
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Figure 9. A sequence of uSL[s·∆t] signal involved in the determination of the IAS value and the
angular origin of the rotor.

There are two repeating parts: one in area A, caused by the run-out of the jaw coupling
hub and the relative vibrations between the rotor and the laser sensor, and one in area B,
which is related to the passage of the angular mark (2 in Figure 3) through the angular origin.

In area A, the time interval between any two successive zero crossings in the same
direction of the signal uSL[s·∆t] defines a value of the period of rotation of the motor rotor.
Two examples, Tpi and Tp(i+1), of such successive intervals are shown in the figure. The
average value of all the time intervals that can be defined in this way on the entire signal
uSL[s·∆t] is the period value Tp.

A procedure for determining the exact time moments of the zero crossing of a signal
has already been presented in [21]. The generic interval Tpi can be used to define the generic
value of the average angular velocity ωpi of the rotor (on one revolution) as ωpi= 2π/Tpi.

With respect to area B, in one of the first periods of the signal uSL[s·∆t], we determine
the time when this signal is minimum. At that time, k from Equation (3) can be set to 1 in
order to obtain the description of PCRRf.

Of course, based on the values of Tp and ∆t and an appropriate moment of time chosen
for k = 1, it is possible to find a synthetic definition of a pattern within the uSL[s·∆t] signal
(as PCSL), which extends the usefulness of Equation (3), as we will see later.

3. Results
3.1. Some Resources Related to IAEPf, ESP and CAEPf in Motor Condition Monitoring
Experimentally Revealed

Figure 10 shows the variation of IAEPf over time during a no-load run test with the
motor idling at the first speed (750 rpm theoretical synchronous speed).

At start-up (by direct connection to the electrical network), zone A (shown in detail
in the centre left of the figure) indicates a severe transient regime in which the absorbed
IAEPf is very high (peaking at 9506 W) due to the acceleration of the rotor (start-up takes
71.5 ms). The energy absorbed during this transient process (ESP = 334.5 W·s) is calculated
as the area (here coloured in cyan) bounded above by the IAEPf curve and below by a line
representing the CAEPf value (437 W) and is converted mainly into mechanical energy,
stored as rotor kinetic energy. The starting time, the ESP and CAEPf values (eventually the
start-up time) can be considered indicators of the quality of the rotor (motor) condition. The
CAEPf value is calculated as the average IAEPf during a stationary operation regime. This
CAEPf supplies electrical dissipative phenomena (e.g., heating in the stator winding and
rotor cage) and mechanical dissipative phenomena (e.g., dry and viscous friction during
rotor movement).
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Figure 10. The variation of the IAEPf over time during a no-load test at 750 rpm theoretical syn-
chronous speed.

A magnified view of B area (when the motor is electrically disconnected) is shown in
the centre right of Figure 10. This shows the variable part of the IAEPf (as VIAEPf). Here,
area C describes a phenomenon due to the electrical cut-off device (it does not characterise
the motor behaviour).

By comparison with Figure 10, Figure 11 shows the same starting, stationary and
stopping regime with the motor in no-load operation at 1500 rpm theoretical synchronous
speed. Details A, B and C have meanings already discussed in Figure 10, detail D is
represented and discussed in Figure 12. This time, as expected, the ESP value (888.48 W·s)
and the starting time (93.6 ms) are higher. Unexpectedly, the CAEPf value (213.5 W)
is lower than before despite the increase in mechanical energy dissipation. This means
that the proportion of electrical dissipation in the CAEPf is much higher than that of
mechanical dissipation.
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Each of these two IAEPf graphs (taken at the beginning of the motor’s service life and
used as a reference) can be compared later with graphs taken at regular (reasonably long)
intervals. By highlighting any differences between them, changes in motor condition (rotor
behaviour) can be identified.
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Figure 12. A zoomed-in detail in region D of Figure 11.

There are many other experimental resources available in the IAEPf signal. For
example, Figure 12 shows a zoomed-in detail in region D of Figure 11 at the end of the
transient (start) regime.

Here, the damped periodic viscous free response of the rotor dynamic system (with
angular vibration) has been illustrated via IAEPf evolution. This system was excited when
the transient regime suddenly ceased. This is also an element of motor condition monitoring
(via frequency and damping ratio). This subject has already been studied before in [45].

This result provides additional evidence as to why IEP (via IAEPf) is more suitable than
IC for engine condition monitoring. The IC alone cannot correctly describe the free response
from Figure 12, nor the two short periods when the absorbed IAEPf is temporarily negative.

3.2. The Detection of PCRRf Patterns

The uSL[s·∆t] signal was used to find the variation of first rotor rotation frequency in
time [21] (with a generic sample fp1i, defined with the rotation period Tp1i as fp1i = 1/Tp1i)
during a first experiment with no load test in stationary regime (with a duration of 20 s
and sampling time ∆t = 10 µs) at the theoretical synchronous speed of 750 rpm, as shown
in Figure 13.
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There is a small peak-to-peak variation of 0.045 Hz around an average of
fp1 = 12.486463437276486 Hz) for an average period of Tp1 = 1/fp1 = 0.080086727921266 s
(useful to find by FASS the PCRRf1 pattern of the first rotation speed of the rotor). The
frequency variation from Figure 13 is caused by the relative vibrations between the laser
sensor and the rotor and the torsional vibrations of the rotor. The average first rotor’s
rotation speed is np1 = 60·fp1 = 749.187 rpm.

It is interesting to note that a similar study can be carried out in relation to the
frequency fIV1i of the IV (based on a similar approach of the signal uVT[s·∆t]). Figure 14
shows the variation of this frequency over time during the same experiment.
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Figure 14. The variation of the IV frequency over time during the same stationary regime at the
theoretical synchronous speed of 750 rpm.

There is a very small peak-to-peak variation of 0.034 Hz (due entirely to the behaviour
of the electrical network supply) around an average value of fIV1 = 49.9826 Hz. This
average frequency defines the exact value of the first synchronous motor’s speed ns1, as
ns1 = 60·fIV1/p1 (with p1 = 4 the number of pole pairs), so ns1 = 749.739 rpm. This average
frequency fIV1 should be considered related to the average period TIV1 = 1/fIV1. This average
period is used to define the number of samples h = 2001 (from h = ⌊TIV1/∆t⌋) in the BMAF
used in Equation (1) to define the IAEPf.

With these values of np1 (also known as the first mechanical speed of the rotor) and ns1
(also known as the first electrical speed of the stator), it is possible to define an important
motor characteristic, the no-load slip, as s1 = 100·(ns1 − np1)/ns1 = 0.07362%. This slip value
(normally less than 5%) describes the torque provided by the motor (it increases as the
torque increases).

A similar approach was performed for a second no-load test at a stationary regime
for the second theoretical synchronous speed (1500 rpm, p2 = 2). This time, these val-
ues were obtained: fp2 = 24.979842608525143 Hz), Tp2 = 0.040032277851852 s (useful to
find the PCRRf2 pattern of the second rotation speed of the rotor), fIV2 = 49.9955 Hz,
np2 = 1498.790 rpm, ns2 = 1499.865 rpm, h = 2000 and s2 = 0.07167%.

3.2.1. The Extraction of the PCRRf1 Patterns

The variation of the VIAEPf1 over time during the first experiment at 750 rpm is
shown in Figure 15 (2,000,000-h samples, with ∆t = 10 µs). A zoomed-in region, A, suggests
that there is a dominant component within the VIAEPf1 that is expected to have the period
of Tp1, which is expected to be reflected in the PCRRf1a pattern.
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Figure 15. The variation of VIAEPf1 over time during a first experiment with the motor running with
no load (at 750 rpm theoretical synchronous speed), which was used to extract the PCRRf1a pattern
by FASS.

This PCRRf1a pattern is extracted by FASS, based on Equation (3), with Tp, m and n
particularized as Tp1a = 0.080086727921266 s, m1a = 245 and n1a =

⌊
Tp1a/∆t

⌋
= 8009 samples.

Figure 16 shows two periods of this PCRRf1a pattern (curve 1, in blue). This PCRRf1a
pattern (with a peak-to-peak amplitude of approximately 9 W) is plotted relative to the
position of the angular marker placed on the rotor (2, Figure 3); more precisely, it starts
(t = 0) at the time when this marker passes through the angular origin. This moment is
marked by a minimum value on the PCSL1a pattern. This PCSL1a pattern (shown in
Geneva green colour, with curve 2 in Figure 16, also with two periods) is obtained by FASS
treatment of the variable part of the signal uSL[s·∆t] with exactly the same values Tp1, m1
and n1 used previously to extract the PCRRf1a pattern.
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Figure 16. A representation of two periods from PCRRf1a pattern (1), PCSL1a pattern (2) and
PCRRf1b pattern (3).

The x-axis of Figure 16 also shows the phase angle of the patterns with respect to the
origin. However, this phase angle must be seen in the light of the fact that there is a gap
(phase difference) between the variable mechanical phenomena and their reflection in the
VIAEPf due to the dynamics of the rotor (its inertia, the rigidity of the rotating magnetic
field, dry and viscous friction, rotation frequency, etc.).
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The fact that this PCRRf1a pattern can be used to synthetically characterise this motor,
running at first speed under no load, is confirmed by its repeatability. A new VIAEPf signal
(identical in time and number of samples but acquired the next day) was processed with an
identical FASS, resulting in a new pattern as PCRRf1b, represented by the red curve 3 in
Figure 16. The PCSL1b pattern is identical to PCSL1a. Despite slightly different conditions
(Tp1b = 0.080057415179776 s, n1b = 8006 samples, fIV1b = 50.0017 Hz, s1b = 0.07511%), the
similarities with the PCRRf1a pattern are quite obvious.

The difference between these two patterns is partly explained by the variation of the
instantaneous speed of rotation and consequently of the instantaneous periods Tpi1 and
Tpi1a and probably by some minor, normal changes in the condition of the motor. To be very
rigorous, we must also point out a fact that proves that the accuracy of the PCRRf1a and
PCRRf1b patterns is not perfect because, according to detail A, shown enlarged in Figure 17,
there is a very small abnormal step discontinuity between the two periods. Conversely, this
discontinuity is not observed in PCSL1a and PCSL1b.
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According to Figure 3, a permanent magnet 5 (weighing about 10 g), as a dynamically
unbalanced mass (DUM), was placed (at a distance of 35 mm from the axis) on the jaw cou-
pling hub 4 mounted on the rotor in three different angular positions relative to the angular
marker 2. For each position, the PCRRf1 pattern was recorded under the experimental
conditions already described. In Figure 18 curve 1 shows the PCRRf1a pattern (already
described above, without DUM), curve 2 shows the PCRRf1c pattern (the DUM placed
at 60 degrees before the marker 2, relative to the direction of rotation), curve 3 shows the
PCRRf1d pattern (the DUM placed at 60 degrees after the marker 2), and curve 4 shows the
PCRRf1e pattern (the DUM placed at 180 degrees).

It would be expected that the centrifugal force generated by the dynamic imbalance
(acting as a rotational force pushing radially against the bearings) would alter the PCRRf1
patterns. As can be clearly seen, there are no major differences between the patterns,
indicating that these mechanical imbalances have an insignificant influence (mainly due
to the low rotor speed). It should be noted that this rotating centrifugal force has another
effect: it excites the motor to vibrate on its support. The mechanical power delivered by the
motor to supply this vibration is obviously reflected in the IAEPf. This effect has not been
highlighted here (e.g., by phase-shifting of patterns).
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The Analysis of the PCRRf1a Pattern

Some resources provided by the analysis of the PCRRf1a pattern are presented below.
The FASS procedure was used to obtain the synthetic description of the PCRRf1a

pattern (by the coordinates of the n points on the curve). An approximate analytical
description of this pattern can be carried out as the sum of r sinusoidal components, with a
sample formally described as

PpTp1a[k·∆t] ≈
r

∑
i=1

A f ai· sin(2·π·B f ai·k·∆t + C f ai) with k = 1 ÷ n (6)

A simple procedure (already introduced in [45]) is also available here to find the
constants Afai (as amplitudes), Bfai (as frequencies) and Cfai (as phases at the origin of time).
Similarly to Figure 16 (which contains two periods of the PCRRf1s pattern), the synthetic
definition of the PCRRf1a pattern is extended to more than one period (e.g., 10 periods).
Thus, the description of a generic sample PpTp1a[k·∆t] from the synthetic definition of the
PCRRf1a pattern is available for k = 1 ÷ 10·n. Using the Curve Fitting Tool from MATLAB
(R2019b), applied to the extended PCRRf1a pattern, it is possible to quite accurately find
the values of the constants from Equation (6) up to a reasonable upper limit r (here r = 15).
The extended PCRRf1a pattern (with ten periods) rather than the normal pattern (with
one period) is used to increase the accuracy of determining the values of the constants
Afai, Bfai and Cfai. A model with a sum of eight sinusoidal components was used in the
curve-fitting procedure. A first curve-fitting procedure produces the values of the first eight
sets of constants (for i = 1 ÷ 8). The eight harmonic components defined by these sets are
mathematically removed from the extended PCRRf1a pattern. The curve-fitting procedure
is then reapplied to the remainder of the pattern, finding another eight sets of constants (for
i = 9 ÷ 16). One set is ignored, corresponding to a component with insignificant amplitude.
The values of the constants thus determined are given in Table 2 in ascending order of
frequencies Bfai.

It is quite obvious that, as predicted, FASS has produced two notable results: first,
it has removed all signal components that are not harmonically correlated with the Tp1a
period (and the signal noise, too), and second, it has retained only the pattern sinusoidal
components that are harmonically correlated with this period. In other words, there is
a harmonic correlation between the Bfai frequencies (Bfai ≈ i·Bfa1). Some harmonics are
missing. For example, the third harmonic (with a frequency of 49.9428 Hz) is missing
because it is very close to the 50 Hz frequency and is removed by the BMAF filter used to
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define IAEPf1a from IEP. The absence of the other harmonics is due to the peculiarities of
the shape of the PCRRf1a pattern.

Table 2. The values of the constants Afai, Bfai and Cfai involved in the analytical description of the
PCRRf1a pattern using Equation (6).

i Afai
[W]

Bfai
[Hz]

Cfai
[rad]

1 3.945 12.4857 = 1/Tp1a = Bfa1 Fundamental 1.725

2 1.913 24.9714 = 2·Bfa1 1st harmonic −1.747

3 0.02436 37.4491 = 2.9993·Bfa1 2nd harmonic 1.059

4 0.02832 62.4364 = 5.0006·Bfa1 4th harmonic −2.031

5 0.1168 74.9142 = 6·Bfa1 5th harmonic 2.07

6 0.09591 87.4078 = 7·Bfa1 6th harmonic −1.45

7 0.1688 99.8856 = 8·Bfa1 7th harmonic 0.9121

8 0.06114 112.3474 = 8.9980·Bfa1 8th harmonic 1.169

9 0.04019 124.8570 = 10·Bfa1 9th harmonic 0.5538

10 0.02553 137.3507 = 11·Bfa1 10th harmonic 1.596

11 0.02038 324.6760 = 26·Bfa1 25th harmonic 2.634

12 0.02024 337.0901 = 26.9980·Bfa1 26th harmonic 1.23

13 0.06175 424.6253 = 34.0089·Bfa1 33rd harmonic −2.366

14 0.05657 437.0394 = 35.0032·Bfa1 34th harmonic 1.26

15 0.01367 536.8296 = 42.9955·Bfa1 42nd harmonic −0.5324

The quality of the analytical description of the PCRRf1a pattern, based on the definition
from Equation (6) and the values in Table 2, can be illustrated simply by plotting the two
patterns, as shown in Figure 19.
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This figure shows two periods of the synthetic pattern (in blue, curve 1, visible when
zooming into area A, where the overlap is worst) and two periods of the analytical pattern
(in red, curve 2). A very good analytical description makes the two patterns overlap very
well, and the (insignificant) differences are shown (as an example) in zoom-in area A.

Curve 3 (in black) shows the variation over time of the difference (sample by sample)
between the two patterns (as a residual, what remains after the mathematical subtraction
of the analytical model from the synthetic one).

Obtaining analytical descriptions of the patterns facilitates the application of more
advanced motor condition monitoring strategies (e.g., related to a phenomenon described
by the evolution of a particular harmonic).

There is another way to describe the content of the PCRRf1a pattern based on the FFT
(Fast Fourier Transform) spectrum. In order to obtain a high resolution of the spectrum
(in frequency), it is essential to use the FFT of the extended PCRRf1a pattern (e.g., for
10 periods, as before).

The FFT spectrum of the extended synthetic PCRRf1a pattern is shown in Figure 20,
window 1 (in the frequency range of 0 ÷ 550 Hz).
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Figure 20. 1—the partial FFT spectrum of the synthetic PCRRf1a extended pattern (10 periods); 2—a
zoomed-in area A; 3—a zoomed-in area B.

A zoomed-in portion of this spectrum from region A (the same frequency range,
0 ÷ 0.2 W range on the y-axis) is shown in window 2. A zoomed-in portion of this spectrum
from region B (the same frequency range, 0 ÷ 0.01 W range on the y-axis) is shown in
window 3. As can be clearly seen in window 1, all harmonics of the fundamental component
(with period Tp1a) are practically represented, which means that the analytical description
of the pattern from Equation (6) can theoretically be raised over r = 15. The dominant
sinusoidal component (previously identified by curve fitting and described in the first row
of Table 2) is also well represented here (with frequency and amplitude by the highest
peak in window 1). However, here and for all other sinusoidal components shown in the
spectrum, the phase angle at the time origin is missing (not provided by FFT).

Similarly to window 1 in Figure 20, curve 1 in Figure 21 shows a zoomed-in portion of
the FFT spectrum of the extended analytical PCRRf1a (in the frequency range 0 ÷ 550 Hz).
As expected, there are only 15 peaks in this spectrum, corresponding to the 15 components
identified before by curve fitting (and described in Table 2).
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It is important to note that both PCRRf1a patterns (synthetic and analytical) are affected
by the action of BMAF (which previously allowed the definition of IAEPf from IEP) in
the sense that practically the amplitudes of all sinusoidal components of these patterns
are attenuated (and some of them are eliminated) on the one hand (i.e., depending on
their frequency, their real amplitudes are found at the output of the filter multiplied by
the transmissibility Tr(f) of the filter, with Tr(f) < 1), and on the other hand, their phases at
the time origin are modified (a phase angle is introduced by filtering). The frequencies of
the sinusoidal components remain unchanged. The variation of this transmissibility Tr(f),
depending on frequency, has already been shown (as an example) in Figure 5 (BMAF with
h = 2000) for PCRRf1a; in particular, h = 2001.

This question now arises: is it possible to obtain the real pattern unaffected by these
two deficiencies (as the PCRR1a pattern)? Since the description of the main components
of the analytical PCRRf1a is fully known (Table 2), there is a simple way to find the real
amplitudes (as Aai) of the sinusoidal components: amplify the amplitudes (Afai) with the
inverse of the BMAF transmissibility (1/Tr(f)) at frequencies f = Bfai, so Aai = Afai/Tr(Bfai). As
a consequence, because Tr(f) < 1, all the amplitudes Aai increase (Aai > Afai). The variation
of the inverse of the transmissibility with the frequency (within 0 ÷ 550 Hz range) was
shown before in Figure 21 (the red curve, 2). On the 1/Tr(f) curve (with an upper limit at
200), there are some peaks (with infinite amplitudes) corresponding to Tr(f) = 0 and the
regions labelled R1, R2, . . ., R11 in between.

It is easy to prove that only in the even regions (R2, R4, . . ., R10) is a phase shift of
π radians introduced by BMAF so that the real phase angles at the origin of time (as Cfai)
should be rewritten as Cai = Cfai +π. Only the components i = 4 ÷ 6 fulfil this condition,
such as when placed in R2.

Using these amplitude and phase correction approaches, the description of the sinu-
soidal components of the real analytical pattern PCRR1a is given in Table 3.

Unexpectedly, the amplitude Aa7 is huge. A simple reason explains this fact: within the
IEP, there is a huge dominant component of 100 Hz (1164 W, as shown in Figure 5). Because
of the sampling, new sinusoidal components are artificially created (due to a phenomenon
known as spectral leakage) and are very close (in frequency) to this dominant component.
This component is not completely removed by the BMAF. It is obvious that this component
must be compulsorily neglected in the analytical patterns PCRRf1a and PCRR1a. Based on
Equation (6)—where Afai, Bfai and Cfai have been replaced by Aai, Bai and Cai from Table 3,
the analytical pattern PCRR1a was built (with two periods) as shown in Figure 22 (curve 1),
superimposed on the analytical pattern PCRRf1a (curve 2, also with two periods). It is
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obvious that the PCRR1a pattern filtering using the BMAF (with h = 2001) produces the
PCRRf1a pattern.

Table 3. The values of the constants Aai, Bai and Cai involved in the analytical description of the
PCRR1a pattern using Equation (6).

i Afai
[W] 1/Tr(Bfai)

Aai = Afai·1/Tr(Bfai)
[W]

Bai
[Hz]

Cai
[rad]

1 3.945 1.103 4.351 12.4857 Fundamental 1.725

2 1.913 1.568 2.999 24.9714 1st harmonic −1.747

3 0.02436 3.311 0.0807 37.4491 2nd harmonic 1.059

4 0.02832 5.578 0.1580 62.4364 4th harmonic −2.031 + π = 1.105

5 0.1168 4.704 0.5494 74.9142 5th harmonic 2.07 + π = 5.2115

6 0.09591 7.697 0.7382 87.4078 6th harmonic −1.45 + π = 1.6915

7 0.1688 608 102.6304 99.8856 7th harmonic 0.9121

8 0.06114 10.111 0.6182 112.3474 8th harmonic 1.169

9 0.04019 7.841 0.3151 124.8570 9th harmonic 0.5538

10 0.02553 12.035 0.3073 137.3507 10th harmonic 1.596

11 0.02038 20.398 0.4157 324.6760 25th harmonic 2.634

12 0.02024 28.90 0.5849 337.0901 26th harmonic 1.23

13 0.06175 26.684 1.6477 424.6253 33rd harmonic −2.366

14 0.05657 37.25 2.1072 437.0394 34th harmonic 1.26

15 0.01367 45.09 0.6164 536.8296 42nd harmonic −0.5324
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Figure 22. Graphical descriptions of two periods from 1, the analytical PCRR1a pattern, and 2, the
analytical PCRRf1a pattern.

Of course, a more complete description of the analytical PCRR1a pattern can be
obtained if the component identification on synthetic extended PCRRf1a is performed by
curve fitting for r > 15. As can be seen from the FFT spectrum in Figure 20, there are many
other small amplitude sinusoidal components that can be considered in this description.

It is obvious that the analytical PCRR1a pattern can only be deduced by knowing the
analytical approximation of the PCRR1fa pattern (from Equation (6), here, based on the
data in Table 2). In other words, it is not possible to directly use the synthetically defined
PCRRf1a pattern for this purpose.
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It is interesting to look at the similarities between the PCRR1a and PCRR1b patterns
(PCRR1b being similarly obtained from PCRRf1b). Figure 23 shows these two patterns
superimposed (curve 1 as PCRR1a and curve 2 as PCRR1b, both with two periods).
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Figure 23. Graphical descriptions of two periods: 1—the analytical PCRR1a pattern; 2—the analytical
PCRR1b pattern.

As can be clearly seen, there are some similarities but also some relatively large
differences (the patterns do not fit perfectly). The first plausible reason for these differences
is the accuracy of the curve-fitting procedure used to find the mathematical description
of the synthetic patterns, as it is less accurate in describing the low-amplitude sinusoidal
components (which also have high frequencies) in PCRR1fa and b. An approach to a more
accurate curve-fitting procedure is needed as a future challenge.

We believe that, for the time being, the use of analytical PCRRf1a and b patterns or
their FFT spectra is more reliable for motor condition monitoring.

3.2.2. The Extraction and the Analysis of the PCRRf2 Patterns

Similar to Figure 15, the variation of the VIAEPf (as VIAEPf2a) over time during a
first experiment (without DUM) at 1500 rpm (theoretical synchronous speed) is shown in
Figure 24 (also with 2,000,000-h samples, and ∆t = 10 µs). Zooming in on region A shows
(as an example) the local character of the instantaneous active electrical power variation.
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Using the FASS procedure—based on Equation (3)—it was possible to extract a first
PCRRf2 pattern (as PCRRf2a, with Tp2a = 0.040018907773371 s, n2a = 4002 and m2a = 460)
described with two periods, with curve 1 in Figure 25. In the same figure, curve 2 shows a
PCRRf2b pattern (from a second identical sequence, VIAEPf2b, sampled after 200 s, with
the motor running continuously after the first experiment), and curve 3 shows a PCRRf2c
pattern (from a third identical sequence, VIAEPf2c, sampled after 400 s, with the motor
running continuously after the first experiment). Curve 4 shows the overlaid patterns of
PCSL2a, b, and c, also with two periods.

Appl. Sci. 2024, 14, x FOR PEER REVIEW 24  of  31  
 

The practical usefulness of this PCRRf2 pattern can be illustrated experimentally by 
showing how it changes with the introduction of different no-load running conditions for 
the motor rotor, e.g., by adding the DUM to the rotor [10], at different angular positions 
(a topic already discussed before). According to Figure 3, the DUM was placed on the jaw 
coupling hub mounted on the rotor (at a distance of 35 cm from the axis) at 60 degrees 
before the angular marker 2, relative to the direction of rotation. 

Three consecutive identical tests were carried out with the motor continuously run-
ning  with  no  load  with  1500  rpm  (theoretical  synchronous  speed)  with  the  same  time  
delay between as before (at 0 s, 200 s and 400 s), with VIAEPf2 registration (2,000,000-h 
samples, with Δt = 10 µs) and extraction of three new PCRRf2 patterns (as PCRRf2a1, b1 
and c1), graphically represented (with two periods each one) in Figure 26 (as curves 1, 2 
and 3). Curve 4 shows the PCSL2a1 pattern (as a formal representation, without indica-
tion of vertical magnification). For comparison, curve 4 shows the PCRRf2a pattern from 
Figure 25 (now with colour changing from blue to black). 

 
Figure 25. A graphical representation with two periods of the patterns: 1—PCRRf2a; 2—PCRRf2b; 
3—PCRRf2c; 4—overlaid PCSL2a, b, c. 

 
Figure 26. The effect of the DUM placed on the jaw coupling hub at 60 degrees before the angular 
marker. A graphical representation with two periods of the patterns: 1—PCRRf2a1; 2—PCRRf2b1; 
3—PCRRf2c1; 4 –PCSL2a1; 5—PCRRf2a. 

As expected, there are significant similarities between the three patterns PCRRf2a1, 
b1  and  c1  (as  describing  similar  experiments),  and,  interestingly,  there  are  significant 

Figure 25. A graphical representation with two periods of the patterns: 1—PCRRf2a; 2—PCRRf2b;
3—PCRRf2c; 4—overlaid PCSL2a, b, c.

There is a logical assumption that PCRRf2a, b and c patterns are strictly correlated
with PCSL2a, b and c patterns (PCRRf2a, b and c start and end on a minimum of PCSL2a, b
and c). The FASS method of extracting both types of patterns means that they no longer
start strictly on the PCSL2a, b and c minima (due to averaging with a high m value and
local variation of Tp2a,b,c periods). Thus, after the initial selection of the sample position for
k = 1 (from Equation (3)) on a minimum of the uSL[s·∆t] signal and obtaining the patterns,
for each pair of patterns (e.g., PCRRf2a and PCSL2a), the value of k is slightly adjusted
appropriately until the PCSL2a starts strictly on its minimum (or more simply, until the nth
sample of PCSL2a is exactly its minimum). In this way, we are sure that the PCSLa, b and c
patterns overlap as much as possible (as Figure 25 clearly shows), and therefore, we expect
to have the correct overlap of the PCRRf2a, b and c patterns (for comparison between).

As Figure 25 clearly shows, the PCRRf2a, b and c patterns (found under similar
experimental conditions) overlap quite well, having quite similar shapes and amplitudes,
which once again indicates that this type of pattern is an important indicator within the
IAEPf, which is useful for describing the state of the motor running with no load.

It is interesting to remark that the average peak-to-peak amplitude of these patterns is
smaller than the average peak-to-peak amplitude of the patterns PCRRf1a and b (Figure 16).
There is a hypothesis here: probably the dynamic system of the rotor and the rotating
magnetic field now acts as an attenuator; the variable mechanical phenomena (at a higher
instantaneous speed now than before) are reflected with reduced amplitudes in the IAEPf.

The practical usefulness of this PCRRf2 pattern can be illustrated experimentally by
showing how it changes with the introduction of different no-load running conditions for
the motor rotor, e.g., by adding the DUM to the rotor [10], at different angular positions (a
topic already discussed before). According to Figure 3, the DUM was placed on the jaw
coupling hub mounted on the rotor (at a distance of 35 cm from the axis) at 60 degrees
before the angular marker 2, relative to the direction of rotation.
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Three consecutive identical tests were carried out with the motor continuously running
with no load with 1500 rpm (theoretical synchronous speed) with the same time delay
between as before (at 0 s, 200 s and 400 s), with VIAEPf2 registration (2,000,000-h samples,
with ∆t = 10 µs) and extraction of three new PCRRf2 patterns (as PCRRf2a1, b1 and c1),
graphically represented (with two periods each one) in Figure 26 (as curves 1, 2 and 3).
Curve 4 shows the PCSL2a1 pattern (as a formal representation, without indication of
vertical magnification). For comparison, curve 4 shows the PCRRf2a pattern from Figure 25
(now with colour changing from blue to black).
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Figure 26. The effect of the DUM placed on the jaw coupling hub at 60 degrees before the angular
marker. A graphical representation with two periods of the patterns: 1—PCRRf2a1; 2—PCRRf2b1;
3—PCRRf2c1; 4—PCSL2a1; 5—PCRRf2a.

As expected, there are significant similarities between the three patterns PCRRf2a1,
b1 and c1 (as describing similar experiments), and, interestingly, there are significant
differences compared to the PCRRf2a pattern (in peak-to-peak amplitude, shape and time
lag to the angular marker 2 on the rotor shown in Figure 3), which are certainly as an effect
of the DUM (through the rotary centrifugal force of 8.63 N thus created), which is better
highlighted now due to the higher rotor speed. Of course, it is possible to investigate the
content of harmonically correlated sinusoidal components of these patterns (e.g., PCRRf2a1)
using the curve-fitting method or to describe these contents using the FFT transform, as
shown above.

Three further similar identical tests were carried out under the same conditions, this
time with the DUM placed 60 degrees behind the angular reference 2 from Figure 3 (relative
to the direction of rotor rotation). The patterns PCRRf2a2, b2 and c2 were extracted and
plotted in Figure 27 (represented by curves 1, 2 and 3). Here, curve 4 shows the pattern
PCSL2a2 (without indication of vertical magnification), curve 5 shows the pattern PCRRf2a
identical to Figure 25 (for comparison), and curve 6 shows the pattern PCRRf2a1 from
Figure 26 (now with colour changing from blue to magenta).

As expected, there are again significant similarities between the three patterns, PCRRf2a2,
b2 and c2 (as describing similar experiments), which are better than before (Figure 26).

It is now clear that the amplitude of the PCRRf2a2, b2 and c2 patterns is even greater
this time, suggesting that the rotor itself (without DUM) is dynamically unbalanced. In these
new experiments, the additional mass increases the total dynamic imbalance. The change
of the phase shift from the origin (the minimum on the PCSL2a2 signal) is also evident.
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Figure 27. The effect of the DUM placed on the jaw coupling hub at 60 degrees behind the angular
marker. A graphical representation with two periods of the patterns: 1—PCRRf2a2; 2—PCRRf2b2;
3—PCRRf2c2; 4—PCSL2a2; 5—PCRRf2a (from Figure 25); 6—PCRRf2a1 (from Figure 26).

Finally, three more similar identical tests were carried out under the same conditions,
except this time the DUM, which now is positioned at 180 degrees from the angular mark 2.
The patterns PCRRf2a3, b3 and c3 were extracted and plotted in Figure 28 (represented by
curves 1, 2 and 3). Here, curve 4 shows the pattern PCSL2a3 (without indication of vertical
magnification), curve 5 shows the pattern PCRRf2a, also shown in Figures 26 and 27 (for
comparison), curve 6 shows the pattern PCRRf2a1 also shown in Figure 27 (for comparison),
and curve 7 shows the pattern PCRRf2a2 from Figure 27 (with colour change from blue
to purple). For the new patterns (PCRRf2a3, b3 and c3), there is a small increase in
amplitude but a significant change in phase shifting (revealed here as a time lag) compared
to the origin.
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Figure 28. A graphical representation with two periods of the patterns: 1—PCRRf2a3; 2—PCRRf2b3;
3—PCRRf2c3; 4—PCSL2a3; 5—PCRRf2a (from Figure 25); 6—PCRRf2a1 (from Figure 26); 7—PCRRf2a2
(from Figure 27).

In order to have a clearer idea of the influence of the angular position of the DUM
placed on the jaw coupling hub (and also on the rotor), Figure 29 shows a synthesis of the
experimental results: only the PCRRf2a, a1, a2 and a3 patterns and the PCSL2a3 pattern
(used to mark the origin of the patterns) are shown. Here, PCRRf2a is the pattern obtained
when the rotor rotates at 1500 rpm (theoretical rotation speed) without the DUM (also
curve 1 in Figure 25), PCRRf2a1 is obtained when the rotor rotates with the DUM placed
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at 60 degrees before the angular marker (also curve 1 in Figure 26), PCRRf2a2 is obtained
when the rotor rotates with the DUM placed at 60 degrees after the angular marker (also
curve 1 in Figure 27), and PCRRf2a3 is obtained when the rotor rotates with the DUM
placed at 180 degrees against the angular marker (also curve 1 in Figure 27).
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On the x-axis of Figure 29, the values of time and the angle to the origin of the rotor (2
in Figure 3) are marked.

These angular values on the x-axis help to relate the position of the patterns to the
angular origin on the rotor (placed here at 0 degrees). In the event of a rotor malfunction
(usually of a mechanical nature), this helps to identify the cause.

As a general remark, the PCSL patterns (in all the experiments) are only used to find
the angular origin on the rotor (described by the position of their minima). The change
in the shape of these patterns (e.g., between Figures 27 and 28) is generally related to the
change in relative vibration between the rotor (motor) and the laser sensor.

4. Discussion

This study presents some of the possibilities available for monitoring the state of a
three-phase AC asynchronous induction motor (particularly with a squirrel-cage rotor)
running with no load, based mainly on some appropriate methods of computer-aided
sampling, definition and analysis of the absorbed IAEPf (and especially VIAEPf). Apart
from some interesting but secondary results on the no-load testing of a three-phase AC
asynchronous motor (e.g., ESP and CAEPf values, rotation frequency, slip value and start-
up time), the essence of this work is focused on the method of extracting the PCRRf patterns
from the VIAEPf under different rotor rotation conditions. These patterns are periodic,
with a period strictly equal to the period of rotation of the rotor, and can be related to an
angular origin on the rotor. It has been demonstrated through various experiments (two
different rotational speeds, no DUM and with a DUM placed at different angular positions
on the rotor) that the PCRRf patterns found within the IAEPf absorbed by the motor can be
considered reliable elements for the synthetic and analytical characterisation of the state of
the motor, detected during the no-load tests.

The extraction (recognition) of these patterns is possible because, firstly, a high sam-
pling frequency definition of the IAEPf was proposed based on the removal from the IEP
of the fundamental components of 50 Hz (induced by the IV) and 100 Hz components
(generated by the IEP definition) and their harmonics. This removal was performed using
a BMAF (with h samples on average), where h is the number of samples per IV period. This
requires finding the exact mean value of the IV period (and frequency), a problem solved
in a similar way in a previous work ([21], available for any periodic signals) and applied
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here. There is a second mandatory condition that must be fulfilled for the correct extraction
of the PCRRf patterns: the exact determination of the mean value of the rotation period
Tp value of the motor rotor with no load. This was carried out using the same method
from [21], similar to that used to measure the mean value of the IV period but applied to
the uSL signal (generated by a laser sensor and an angular mark placed on the rotor). The
PCRRf patterns are extracted from the VIAEPf using the FASS procedure (Equation (3)).
This procedure was also used to extract the periodic PCSL patterns within the uSL signal. A
PCSL pattern defines (with its minima) the angular reference on the rotor where the PCRRf
patterns begin.

Each PCRRf pattern can be described synthetically by the coordinates of its n samples
(with time or phase angle on the x-axis and IAEPf on the y-axis) or analytically as a sum
of harmonic correlated sinusoidal components. This analytical description was found by
curve-fitting procedures applied to the extended synthetic patterns (here over 10 periods)
using the Curve Fitting application from MATLAB. An alternative description of the
extended patterns (synthetic and analytical) was made in the frequency domain using the
FFT spectra (with real amplitudes on the y-axis and frequency on the x-axis).

It should be noted that the shape of the PCRRf patterns must be accepted as conven-
tionally described since a number of their harmonic components are completely removed
or severely diminished in amplitude and phase-shifted by the BMAF filter used to extract
the IAEPf from the IEP. The filter transmissibility curve (the red one in Figure 5) com-
pletely eliminates a number of sinusoidal components from the IEP that are not found in
the PCRRf patterns. Those components whose Tc period is described by z samples and
whose h/z ratio is strictly an integer are completely eliminated (the transmissibility for these
components having 1/Tc frequencies and satisfying this condition is zero), e.g., the 3rd
harmonic within the pattern PCRRf1a, as shown in Table 2. All other components whose
Tc period is described by z samples and which do not satisfy the above condition (with
respect to the h/z ratio) have a reduced amplitude at the filter output (greatly reduced when
z < h). Additionally, some components are affected with a shift of phase of 180 degrees at
the time origin.

At the present stage of research, it is practically impossible to determine the description
of the sinusoidal components completely removed by BMAF. For sinusoidal components
whose amplitudes have been artificially diminished, an attempt has been made to restore
the correct amplitude values (by multiplying with the inverse of the transmissibility, 1/Tr(f),
as a function of frequency). For the components whose phases at the time origin have been
changed, their correct phases have been restored by adding 180 degrees. Although the
approach is correct in principle, the results of this restoration of correct amplitude and
phase values at the time origin are relatively good, as shown in Figure 23 (which shows
the results of restoring two different PCRRf1 patterns but determined under the same
experimental conditions). If this approach had been correct, the two reworked patterns
should have matched better. There is a very simple reason for this partial mismatch: the
identification and description of the sinusoidal components (amplitudes, frequencies and
phases at the origin of time) of the extended patterns were not performed very accurately.
We hope that the use of a better identification method (as a future challenge) will overcome
this shortcoming. Despite this relative inconvenience, it is clear that PCRRf patterns are
valuable in experimental research, especially for early fault detection.

As a summary of this work, a brief description of the signal processing is given using
the flowchart shown in Figure 30. The flowchart also contains some other information (e.g.,
the equations used, the numerical results and some examples in figures).

It is reasonable to assume that some further studies will confirm the capability and pos-
sibly the limitations of these proposed solutions for monitoring the condition of the motor
with deliberately introduced mechanical and electrical faults or with different characteris-
tics (e.g., rotor cage shape and structure, number of pole pairs, magnetic field distribution,
etc.). It is important to note that some motor faults can be characterised by different varia-
tions of the IAEPf over time on each of the three phases of the electrical supply (due to the
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asymmetry of their currents). The test bench shown in Figure 2 can be extended with two
more ICT transformers and two more IVT transformers (placed on phases B and C), whose
output signals can be accessed via four other available oscilloscope input channels. In this
way [3,17], it is possible to extract the PCRRf patterns corresponding to the power carried
on each of the three phases. These faults can be highlighted by the different appearance of
the three PCRRf patterns.
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A future approach will be specifically dedicated to the extraction of PCRRf patterns
by FASS within the IAEPf supplied by three-phase AC-AC converters used to motorise
the spindle of CNC machines, including those using voltages and currents that are not
sinusoidal. Obviously, the subject of motor condition monitoring and diagnostics topic
should be reconsidered as being linked to that of the electrical power system [46,47].

This study can be further applied to the identification of patterns within many other
experimental signals in stationary regimes (e.g., vibration, surface roughness [48], voltage,
current, run out, etc.), the use of these patterns in experimental characterisation of systems
state can be an interesting topic.
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Abstract: Introduction: The present study aimed to investigate the deformation behavior of three
different clear aligner systems, CA® Pro+ Clear Aligner (Scheu Dental, Iserlohn, Germany), Taglus
Premium (Taglus Company, Mumbai, India), and Spark Trugen (Ormco Corp., Orange, CA, USA),
under compression testing, using the digital image correlation (DIC) technique. Materials and
Methods: A total of 15 patients were treated with each of the three aligner systems, resulting in
45 sets of aligners. Each aligner set was fixed on the 3D-printed dental arches and then in an articulator.
Then, the samples were subjected to occlusal forces using a purpose-built test stand to allow for
controlled force application and precise displacement determination. The DIC technique was used
for capturing the deformation behavior, providing detailed strain and displacement fields. Statistical
analysis was performed using one-way ANOVA and Bonferroni post hoc tests with a significance
of 0.05. Results: The results indicate that the Spark system exhibited the most substantial rigid
displacement. Furthermore, the elastic deformation values of the Spark and Taglus systems were
significantly higher than those of the CA Pro+ system (p > 0.05). Conclusions: The Spark Trugen
clear aligner system demonstrated a lower stability to rigid displacement and elastic deformation
under compression testing compared to the Scheu CA® Pro+ Clear Aligner and Taglus Premium. All
three tested clear aligner systems showed an increased resistance to elastic displacement and rigid
deformation in the mandibular arch.

Keywords: clear aligner; elastic deformation; rigid displacement; digital image correlation

1. Introduction

In recent years, clear aligners have revolutionized the field of orthodontics, providing
an aesthetically pleasing and comfortable alternative to traditional braces. However,
understanding the mechanical deformation behavior of aligners is crucial for optimizing
their design and performance [1].

Clear aligners, typically made from thermoplastic polymers, work by applying con-
trolled forces to teeth, gradually moving them into the desired position [2]. Unlike braces,
aligners are removable and nearly invisible, which has contributed to their growing popu-
larity. Despite their advantages, the success of aligners hinges on their mechanical behavior,
particularly their ability to withstand deformation while delivering consistent forces over
the treatment period [1,2].
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Clear aligner treatment requires periodic refinements which are undesirable, costly,
and unrecyclable. One of the reasons for refinements is the material from which the aligner
is made. Polyethylene terephthalate glycol (PET-G) is currently the most widely used clear
aligner material [3]. Polymers with shape memory properties for direct 3D printing, such
as TC-85, a photocurable resin, have been proposed as new clear aligner materials [4]. New
aligner materials seek to apply a constant force over a considerable period of time, with
increased elasticity, strength, and transparency, and a more precise fit [1]. However, the
force exerted by clear aligners decreases in 1–3 days due to the stress relaxation of the
viscoelastic aligner materials. Clear aligners deform and wear in spots where attachments
are fixed [3,5]. Temperature, oral functional and parafunctional forces induced by chewing,
talking, drinking, swallowing, bruxism, and unilateral mastication may also modify the
mechanical behavior of aligner materials [6]. Aligners made of the same material but
printed on different 3D printers show significantly different mechanical properties [7].

The most suitable mechanical properties of aligner materials are characterized by
stiffness, high yield strength, and a flat relaxation curve with low-stress relaxation levels [8].
Aligners with high stiffness are difficult to insert and remove, whereas aligners with
decreased elasticity may not provide the force necessary to move teeth [9]. The initial
removal of clear aligners is believed to make the material return to its initial shape and
become wider transversally and shorter longitudinally [10].

The following finite element analysis and experimental methods were used for study-
ing the mechanical behavior and the forces exerted by clear aligner materials [11], expressed
as measurements of elasticity, strength, stiffness, and shape memory: the three-point
bending test [3], compression tests such as tensile yield stress, stress relaxation, creep
recovery, elastic modulus, and Young’s modulus tests [4,8,9], Martens hardness test, instru-
mented indentation testing [12], the U-shape bending test and the shape recovery ratio [4],
von Mises stress distribution in Finite Element Analysis (FEA)/Finite Element Modeling
(FEM) [10,11,13], the RSA3 Dynamic Mechanical Analyzer (Texas Instruments, Dallas), and
the INSTRON Universal Testing System (Instron Corp, Wilmington/Norwood) [8,9]. Clear
aligner wear expressed as microcracks, abrasion, and changes in clear aligner thickness
were assessed by scanning electron microscopy, energy dispersive X-ray microanalysis, 3D
models of clear aligners at different reference occlusal points, and the software Geomagic
Qualify 2013 (3D Systems, Rock Hill, SC, USA). The behavior of the materials used in
dentistry can also be assessed by the DIC (Digital Image Correlation) technique, which
consists of a contact-free optical method for measuring deformations, motions, and changes
in the shape of object surfaces [6].

The aim of the present study was to assess the deformation behavior of three different
aligner systems—CA® Pro+ Clear Aligner (Scheu Dental, Iserlohn, Germany), Taglus
Premium (Taglus Company, Mumbai, India), and Spark Trugen (Ormco Corp., Orange, CA,
USA)—through a compression method by the digital image correlation (DIC) technique.
The null hypothesis states that no differences in deformation behavior are recorded between
the three aligner systems.

2. Materials and Methods

The study was conducted in accordance with the requirements of the Declaration of
Helsinki and the rules imposed by the Research Ethics Committee of “Grigore T. Popa”
University of Medicine and Pharmacy of Iasi, Romania (approval no. 56/12.03.2021). In
addition, the patients were informed and consented to participate in the study by signing
an informed consent.

2.1. Sample Preparation

The sample size was calculated using G*Power software version 3.1 (Heinrich-Heine
University, Dusseldorf, Germany) with an alpha error of 0.05, an effect size of 0.5, and a
power of the study of 0.8. The recommended minimum number of samples to be used in
the study was 42.
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The present study was conducted on a total of 15 patients, aged between 20 and
30 years, who came to the Pediatric Dentistry clinic, Orthodontics Department of “Grigore
T. Popa” University of Medicine and Pharmacy, with an orthodontic diagnosis of dento-
maxillary disharmony of Angle class I with crowding. After the clinical examination,
diagnosis, and indication for orthodontic treatment with aligners, each of the 15 patients
was fitted with a pair of aligners (upper and lower jaws) from each of the three tested
systems. Therefore, the resulting total number of 45 pairs of study samples were divided
into 3 groups corresponding to the used aligner system. The distribution of the samples
and the material compositions are presented in Table 1.

Table 1. Distribution of the samples and the material compositions.

Group Aligner System Manufacturer Composition and Material Thickness

CA (n = 15) CA® Pro+ Clear Aligner
Scheu Dental, Iserlohn,

Germany

Three layers (0.75 mm):
1. Copolyester layer (0.25 mm)

2. Thermoplastic elastomer (TPE) (0.25 mm)
3. Copolyester layer (0.25 mm)

TG (n = 15) Taglus Premium Taglus Company, Mumbai,
India

Polyethylene terephtalate glycol (PET-G)
(0.75 mm)

SP (n = 15) Spark Trugen Ormco Corp., Orange, CA, USA TruGEN Technology (0.75 mm)

The design of a clear aligner started with a digital dental record performed with a
dedicated intraoral scan (MEDIT- I 500 scanner, Medit Corp., Seoul, Republic of Korea).
The scan was then processed by the 3Shape OrthoAnalyzer® software (TRIOS-3Shape,
Copenhagen, Denmark) or Approver (Spark ORMCO, Ormco Corp., Orange, CA, USA),
which provided an accurate 3D reconstruction of the teeth and allowed for the 3D Setup
to be performed. During this step, the orthodontist and the dental technician planned the
dental movement and the final result. The virtual 3D reconstruction allowed them to print
a resin cast and then thermoform and process the aligner materials accordingly.

2.2. Deformation Behavior Testing

To investigate the deformation behavior, the clear aligners were subjected to occlusal
forces using a purpose-made test stand developed in order to allow for controlled force
application and to precisely determine the displacements of the aligners. The present study
evaluated the following three different aligner materials and systems: CA® Pro+ Clear
Aligner (Scheu Dental, Iserlohn, Germany), Taglus Premium (Taglus Company, Mumbai,
India), and Spark Trugen (Ormco Corp., Orange, CA, USA).

The clear aligners were placed on 3D-printed dental arches, which in turn were fixed
on hard resin dental casts that were fixed in a dental articulator. Thus, the mechanical
hinged fixture could simulate the bite closure movement.

The lower part of the articulator (the lower jaw) was rigidly fixed on the base plate of
the stand. In order to use the digital image correlation (DIC) method, markers were placed
on the gingival and incisal part of the aligner for the upper and lower incisors as well as for
lower incisors and canines on the frontal plane of the aligners (Figure 1).

The loading force of up to 500 N was applied, equivalent to the human biting force,
the maximum molar occlusal force. Muscle activity during chewing was assessed to be
normal during clear aligner use. The average magnitude of the biting force of a human is
nearly 500 N [13]. The forces were measured directly using a S9 force transducer (produced
by Hottinger Baldwin Messtechnik, HBM GmbH, Darmstadt, Germany) placed directly on
the upper hard resin dental cast model. Force data acquisition was performed by Spider 8
PC measurement electronics (produced by Hottinger Baldwin Messtechnik, HBM GmbH,
Darmstadt, Germany) linked to a PC running a Catman Easy/AP software version 2.2.
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Figure 1. Overview of the experimental setup used for the assessment of the deformation behavior of
clear aligners.

The deformation behavior of the materials was assessed using a digital image correla-
tion (DIC) system. This is a contactless and non-destructive measurement technique that
can compute 2D or 3D coordinates from an image series recorded with a stereo camera.
By interpreting local displacements between the 2D or 3D coordinates, strain values and
strain rates can be calculated. The DIC method uses reference images captured by the
left and the right camera to determine the 3D coordinates of various points that will be
analyzed, by subtracting the 3D coordinates from all recorded stages over time from the 3D
coordinates of the reference stage which led to 3D displacement values. Before carrying
out the measurements, the calibration procedure was performed in order for the possible
measurement errors to remain low.

The measurement of the displacements and deformations was performed through the
DIC system ARAMIS 3D 12M Camera (Carl Zeiss, Jena, Germany) running the PONTOS
software version v6.3.1-1 (PONTOS Software GmbH, Jena, Germany). PONTOS Live is
based on the triangulation principle and analyses components of different sizes—from
a few millimeters to a few meters—point by point, regardless of the material. The DIC
hardware system parameters are presented in Table 2.

Considering the field of view, calibration was performed, resulting in a measuring
area of 420 × 330 × 300 mm. The software was able to provide the average value of the 3D
coordinates (X, Y and Z) of each tracker placed, and further 3D displacements could then
be calculated.

The deformation of each of the three aligner materials was measured using trackers
placed in the same points. In our research, each of the three aligner materials was tested on
the same test stand and using the same load value. The 3D displacements were measured
during loading, and the rigid displacements and elastic deformation on each axis were
determined.
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Table 2. DIC hardware parameters.

Camera Sensor CMOS

Camera Resolution 4096 × 3000 pixels

Frame Rate
25 fps @ full resolution

43 fps @ 2496 × 2096 pixels (5M mode)

Illumination
Light Projector

Tracking Spots

Measuring Area [mm]

Frame 150: 35|70|120|180

Frame 300: 110|170|260|400|550

Frame 600: 750|1500

Frame 1200: 1500|3000

Frame 1600: 5000

Control Device ARAMIS Controller

Sensor Size [mm]

Frame 150: approx. 260 × 330 × 300

Frame 300: approx. 420 × 330 × 300

Frame 600: approx. 730 × 230 × 130

Frame 1200: approx. 1300 × 230 × 130

Frame 1600: approx. 1700 × 230 × 130

Strain Measuring Range 0.005% up to >2000%

Strain Measuring Resolution up to 0.005%

2.3. Statistical Analysis

For statistical analysis, the IBM SPSS Software (SPSS Inc., Chicago, IL, USA) version
29.0.0 was used. The normality of data distribution was assessed using the Shapiro–Wilk
test and the homogeneity of variances was evaluated by Levene’s test. Statistical analysis
of data was performed by one-way ANOVA and Bonferroni post hoc tests. The significance
level was set at 0.05.

3. Results

In Figure 2, there is a captured image that illustrates the 3D coordinates of each tracker
placed on aligners, on the upper and lower arches.

The mean displacement values of the upper and lower arches for each of the tested
aligners are presented in Table 2. The mean values were obtained considering the values of
the coordinates of each axis from the reference stage and final loading stage, for each tooth
and each arch.

In Figure 3, it can be observed that the highest mean values for each axis were recorded
by the samples in group SP. For axis X, the highest mean value was 0.264 ± 0.068 mm; for
axis Y, it was 0.840 ± 0.106 mm; and for axis Z, it was 0.239 ± 0.068 mm.

When analyzing the differences between the study groups for axis X, we recorded
statistically significant differences between groups CA vs. SP (p = 0.00); TG vs. SP (p = 0.00)
and CA vs. TG (p = 0.031). For axis Y, significant differences were observed between groups
CA vs. SP (p = 0.00); TG vs. SP (p = 0.00). For axis Z, statistical significance was recorded
between groups CA vs. SP (p = 0.00); CA vs. TG (p = 0.00) and TG vs. SP (p = 0.00).
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In Figure 4, it can be observed that the highest mean values for each axis was recorded
by the samples in group SP. For axis X, the highest mean value was 0.252 ± 0.077 mm; for
axis Y, it was 0.371 ± 0.047 mm; and for axis Z, it was 0.134 ± 0.097 mm.
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The statistical analysis of the mean values of the rigid displacement for the lower arch
showed significant differences within axis X between groups CA vs. SP (p = 0.00) and SP
vs. TG (p = 0.00). For axis Y, differences were recorded between groups CA vs. SP (p = 0.00)
and SP vs. TG (p = 0.00). Within the mean values recorded for axis Z, statistically significant
differences were observed for CA vs. SP (p = 0.00); TG vs. SP (p = 0.00) and CA vs. TG
(p = 0.027).

Tables 3–5 represent the mean values of the elastic deformation for each of the three
tested materials, determined as the difference between the position of the gingival and
the incisal tracker on the same tooth. Tables 3–5 show the mean values recorded by each
material on each axis, for each of the two arches, at each marked point. Comparative
statistical analysis of the obtained values for the elastic deformation showed that, for the
maxillary arch, significant differences were observed between the values recorded for the
X-axis by the CA vs. SP group (p = 0.00) and the CA vs. TG group with a p = 0.00 value.
There were no significant differences between the SP and TG groups (p > 0.05). For the
Z-axis, the CA group showed significantly higher values compared to the SP group.

Table 3. Elastic deformation determined as the difference between the position of the gingival and
the incisal tracker on the same tooth for SCHEU CA® Pro+ material.

Aligner No. Point 3 * 2 * 1 2 * 3 *

Scheu
Upper

Axis [mm] [mm] [mm] [mm] [mm]

X 0.023 0.011 0.016 0.023

Y 0.002 0.005 0.006 0.001

Z 0.009 0.054 0.033 0.001

Scheu
Lower

3 2 1 1 2 3

X 0.007 0.007 0.002 0.003 0.006 0.013

Y 0.003 0.003 0.003 0.002 0.001 0.002

Z 0.017 0.017 0.01 0.017 0.014 0.003

* indicates the maxillary points.
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Table 4. Elastic deformation determined as the difference between the position of the gingival and
the incisal tracker on the same tooth for Spark Trugen Material.

Aligner No. Point 3 * 2 * 1 2 * 3 *

Spark
Upper

Axis [mm] [mm] [mm] [mm] [mm]

X 0.007 0.008 - 0.033 0.034

Y 0.007 0.003 - 0.01 0.02

Z 0.005 0.05 - 0.024 0.027

Spark
Lower

3 2 1 1 2 3

X 0.01 0.002 0.0015 0.014 0.014 0.002

Y 0.001 0 0.006 0.008 0.006 0.007

Z 0.011 0.009 0.0015 0.021 0.027 0.03

* indicates the maxillary points.

Table 5. Elastic deformation determined as the difference between the position of the gingival and
the incisal tracker on the same tooth for Taglus Premium material.

Aligner No. Point 3 * 2 * 1 2 * 3 *

Taglus
Upper

Axis [mm] [mm] [mm] [mm] [mm]

X 0.002 0.008 0.019 0.044

Y 0.005 0.016 0.01 0.009

Z 0.024 0.053 0.026 0.026

Taglus
Lower

3 2 1 1 2 3

X 0.002 0.008 0.002 0.004 0.009 0.002

Y 0.001 0.01 0.005 0.006 0.003 0.007

Z 0.01 0.048 0.017 0.02 0.018 0.03

* indicates the maxillary points.

For the mandibular arch, the SP and TG groups showed significantly higher Z-axis
values compared to the CA group.

4. Discussion

The deformation behavior of clear aligner systems is a critical aspect of orthodontic
treatment, impacting the efficacy and comfort of aligners. The present study aimed to
investigate the deformation behavior of three different aligner systems—CA® Pro+ Clear
Aligner (Scheu Dental, Iserlohn, Germany), Taglus Premium (Taglus Company, Mumbai,
India), and Spark Trugen (Ormco Corp., Orange, CA, USA)—under compression, using the
digital image correlation (DIC) technique. The null hypothesis posited that no significant
differences in deformation behavior would be recorded among these systems.

A study conducted by Casavola et al. investigated the mechanical behavior of PET-
G-based aligners using DIC under compression testing [14]. The study found that the
DIC technique efficiently captured the deformation phases of the material, providing
detailed information on the response of the aligners to mechanical loads. This study
supported the use of DIC in evaluating the mechanical behavior of aligners thus motivating
our approach. Another research explored the use of DIC to measure the displacement
and deformation of aligners during orthodontic treatment [15]. The study confirmed
that the DIC technique has demonstrated its effectiveness in capturing the mechanical
behavior of aligners, highlighting the distribution of displacement and deformation. A
study conducted by Kibitkin also used the two-dimensional DIC technique to characterize
the deformation behavior of aligners materials [16]. This study highlighted the ability of
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DIC to clearly delineate the phases of compressive behavior. The findings of this study are
in full agreement with our results on the significant elastic deformation observed in the
Spark and Taglus systems.

Images obtained with a high-speed camera have the advantage of a precise measure-
ment of the elastic volume changes [11]. The thickness of the aligner material impacts
the force that it generates. The different thickness of the studied aligners was taken into
account. ASTM D882-18 and the ISO standard 527 recommend rectangular shapes for
tensile testing in thermoplastic materials with a thickness of less than 1 mm [11,17], which
also applies to Duran, with a thickness of 0.75 mm. The thickness of clear aligners varies
in different teeth, such as the incisors, molars, and in the edentulous areas. 3D printing
aligner manufacturing decreases the variation in thickness, leading to more predictable
clear aligner treatment outcomes [4,18].

In PET-G materials, such as Taglus Premium, the residual static force and strain
recovery rate remain relatively constant even after repeated cyclic loads [4,19], but there
is a loss in the ability to exert constant force over a week of use. By applying a cyclic
compression of up to 13,000 load cycles from 0 to 50 N, the estimated load to which an
aligner is subjected for one week, wear, tear, high depressions, and cracks leading to a
loss of force were recorded by digital image correlation and optical microscope analysis in
0.75 mm thick PET-G aligners, at higher levels than in the 0.88 mm thick sample [14,20].

Thermoformed aligners made of the thermo-plastic material Duran showed excessive
irreversible deformation during plastic deformation with load application. The displace-
ments were between 1.5 and 2.5 mm for the Duran thermoformed aligners, and the maxi-
mum load resistance was found to be almost 200 N [13]. Duran was shown to have a low
stress value of 0.5 MPa and a low percentage of normalized stress of 4.6% on a three-point
bending test after 14 days of constant deflection. A great decay was also found, with the
initial values of 20 MPa being followed by values ranging between 12 MPa and 4 MPa in the
24 h stress relaxation tests [3]. In the Duran materials undergoing ISO527-1 tensile testing,
thermoforming caused an increase in yield stress and elastic modulus, a measurement of
stiffness, whereas the storage in artificial saliva with its fluid absorption caused a decrease
in these parameters due to the plasticizing effect of water [19].

In a study comparing the mechanical properties of four clear aligner materials (Taglus,
Essix, Zendura, and Zendura FLX), Taglus displayed a higher elastic modulus and ultimate
strength than Essix, which is also a PET-G polymer, just like Taglus. Taglus was the stiffest
of the four materials, being even stiffer (8%) than Essix [21]. An in vitro study using an
orthodontic simulator and measuring the buccolingual force and moments of a 0.75 mm
thick thermoformed Taglus aligner for three maxillary teeth (central incisor, canine, and
second premolar) showed a significantly higher mean buccal force and mean moment
with a tendency to tip a tooth crown buccally in canine teeth [22]. In comparison, the
elastic strain values of the Taglus system were significantly higher than those of the CA
Pro+ system. Previous research has also indicated that the materials used in the Taglus
aligners’ composition have notable elastic properties [23]. Another study that followed the
characterization by DIC confirmed that materials with higher elastic deformation respond
better to compression, consistent with our results obtained for the Taglus system [17].

The PONTOS ARAMIS system is a powerful tool that significantly enhances our
understanding of aligner deformation behavior. By providing precise, real-time data, it
enables the development of better materials, optimized aligner designs, and personalized
treatment plans. The integration of PONTOS ARAMIS with advanced computational
methods like FEA further amplifies its impact, paving the way for continuous innovation
in orthodontic treatment [14,24].

As research and technology continue to evolve, the insights gained from PONTOS
ARAMIS analyses will undoubtedly lead to even more effective, durable, and comfortable
aligners. This progress will ensure that clear aligners remain at the forefront of orthodontic
treatment, offering patients a superior alternative to traditional methods [14,24].
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The largest displacement on the Y axis is caused by the function of the articulator and
the shape of the aligners. A first indication of the rigidity of the aligners can be seen as
a difference between the three types of aligners, thus Spark has the largest displacement,
followed by Taglus and Scheu.

The use of the DIC technique in this study provides a solid framework for analyzing
the deformation behavior of aligner systems [17,25]. The ability of the technique to capture
highly detailed strain and displacement fields provides significant insight into the mechan-
ical properties of the alignment materials. However, it is essential to consider that different
investigations may use different methodologies which may influence the results [14].

In our study, the highest values of rigid displacement in both the maxillary and
mandibular arches for each of the three axes was recorded by the SP group, in which the
specimens were fabricated using the Spark Trugen system. Within each studied axis, the
Spark Trugen system showed significantly higher values compared to the other two tested
aligner systems. Within axis Z, both maxillary and mandibular, the Taglus Premium system
showed significantly higher values compared to the Scheu CA® Pro+ Clear Aligner system.

In terms of elastic deformation, in the maxillary arch, the Scheu system showed lower
values in the X-coordinate compared to the other two systems tested. In the mandibu-
lar arch, both the Taglus and Spark systems showed higher values at the Z-coordinate
compared to the Scheu system. The results of these experiments reproduce the actual
operating conditions of the aligners that have a direct clinical significance in the biomedical
field. The current study found that the Spark system exhibited the most considerable
rigid displacement. This observation is consistent with previous findings that reported
significant deformation of PET-G-based aligners under mechanical stress. For instance,
a study performed by Casavola revealed a full-field mechanical deformation behavior
of PET-G-based aligners including the Spark system [17]. The study demonstrated that
PET-G aligners undergo significant deformation when subjected to mechanical loads, which
supports our findings. The CA Pro+ Clear Aligner system demonstrated lower values of
elastic deformation compared to the Spark and Taglus systems. This finding is supported
by studies that have shown that certain alignment materials are designed to provide more
stability and less deformation under stress [26,27]. A study that highlighted the image
correlation to measure shape and deformation emphasized that different materials used in
the composition of aligners react different to mechanical loads, which is consistent with
our findings for the CA Pro+ system [26].

According to the literature, the polymer composition and the manufacturing process
are responsible for the deformation and relaxation behavior of materials used for align-
ers [18,22]. For example, a previous study showed that polymers with a higher modulus
of elasticity exhibit a lower elastic deformation, which confirms the findings of this study
in which the aligner system made of copolyester and thermoplastic elastomer showed
the lowest elastic deformation values [9,24]. In addition, the increased deformation resis-
tance in the mandibular area of all the three systems is consistent with previous research
highlighting the variability of deformation behavior depending on the dental arch thus
suggesting the need for customized approaches in orthodontic treatments [27].

Based on the study findings, the clear aligner system based on copolyester and ther-
moplastic elastomer emerged as the most suitable and user-friendly option, particularly
due to its superior resistance to elastic deformation and rigid displacement in compression
tests. This is in line with other consistent findings in the literature, in which aligners with
higher stability and lower deformation are often preferred for consistent orthodontic re-
sults [24,28]. Given its demonstrated stability, the clear aligner system based on copolyester
and thermoplastic elastomer should be further recommended to patients seeking reliable
and durable aligner solutions that guarantee effective and predictable treatment outcomes.

Given these results, it is admitted that the null hypothesis of the study has been rejected.
However, future studies are needed to replicate, as closely as possible, the oral environment
through the presence of saliva, masticatory movements, or changes in temperature or
pH [29,30]. The research activity should also focus on standardizing the test protocols for



Appl. Sci. 2024, 14, 7496 11 of 13

the DIC analysis of alignment materials to ensure comparability of results across different
studies. In addition, exploring the long-term effects of repeated mechanical loading on the
deformation behavior of aligners may provide additional insights into their durability and
performance in clinical contexts [31,32].

In conclusion, the findings of the present study, which indicate significant differences
in the deformation behavior among the three alignment systems, are consistent with those
reported by other researchers using the DIC technique as an evaluation method. The
substantial rigid displacement of the Spark system as well as the higher elastic deformation
values of the Spark and Taglus systems align with the findings of previous studies. These
results emphasize the importance of considering the material properties and mechanical
behavior in the design and selection of transparent alignment systems for orthodontic
treatment.

5. Conclusions

• In conclusion, the Spark Trugen clear aligner system demonstrated a lower stability to
rigid displacement and elastic deformation under compression testing compared to
the Scheu CA® Pro+ Clear Aligner and Taglus Premium systems.

• All three tested clear aligner systems showed an increased resistance to elastic dis-
placement and rigid deformation in the mandibular arch.

• The Scheu CA® Pro+ Clear Aligner system showed the lowest elastic deformation
values after compression testing.
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